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Abstract—We analyze the single and multi-hop performance of time synchronization mechanisms for challenging environments
characterized by high propagation delays, low duty-cycle operation, and imprecise clocks, such as underwater acoustic sensor
networks. We find that receiver-receiver based schemes are unsuitable for such environments, and therefore focus primarily on
sender-receiver schemes. According to our analysis, a one-way dissemination approach provides good clock skew estimation but
poor offset estimation while a two-way exchange approach provides accurate offset estimation but imprecise clock skew estimation. In
average, using one-way scheme can result in significant cumulative propagation error over multiple hops, and using two-way can lead
to high variance of propagation error. We develop and analyze a hybrid one-way dissemination/two-way exchange technique, and verify
the performance of our hybrid scheme through trace-based experiments. The results suggest that this hybrid approach can provide
bounded average error propagation in multi-hop settings and significantly lower variance of propagation error.

Index Terms—Wireless communications, Formal models, Data communications, Protocol verification, Sensor networks, Algo-

rithm/protocol design and analysis.

1 INTRODUCTION

Recently there has been an emergence of interest in
developing sensor networks that operate in even more
challenging environments, such as acoustic underwater
networks, that are characterized by high propagation
delays, high relative clock skews, and longer inter-sync
periods (due to even more severe energy constraints).
In this work, we analyze various existing approaches
for time synchronization in RF-based sensor networks
and find that they can yield significant error under these
stricter conditions. Our analysis suggests that a hybrid
mechanism does much better in terms of precision and
variance.

The packets used for synchronization purpose are
called synchronization packets. Depending on the syn-
chronization packets exchange strategies, existing works
can be categorized into two major types. One is the
sender-receiver scheme, which involves direct commu-
nication between two devices in order to synchronize
one to the other. The other one is the receiver-receiver
scheme, which will synchronize clocks between nodes
receiving the same reference broadcast. The existing
works that involve sender-receiver synchronization can
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be further categorized into two types. One can be
called one-way dissemination and the other is two-way
exchange. While the former needs a synchronized node
to disseminate packets to unsynchronized nodes, the
latter achieves synchronization by exchanging pack-
ets between synchronized and unsynchronized nodes.
FTSP [2] and TPSN [3] are representative works which
utilize one-way packet dissemination scheme and two-
way packet exchange scheme respectively, and RBS [4]
is a representative work of receiver-receiver scheme.
Clock offset and skew are two critical parameters
while doing time synchronization. Clock offset refers
to the difference of two clocks: the clocks within the
reference node and the node that needs synchronization,
at the moment of synchronization. Estimation of the off-
set thus helps to reset the clocks for re-synchronization.
Clock skew refers to change in this offset over some
period of time. Estimating the rate of this change can be
useful in mitigating further clock drift between synchro-
nization events, especially in a sensor network adopting
low duty cycle. We undertake a comparative analysis
of the synchronization error of various synchronization
schemes in this paper. According to our analysis, in
high propagation delay environments, RBS-like receiver-
receiver schemes show poor performance. Among the
sender-receiver schemes, the one-way packet dissemi-
nation does better on estimating clock skew, while the
two-way exchange does better on estimating clock offset.
However, in high propagation delay environments, the



one-way scheme shows high average synchronization
error while the two-way scheme shows high variance.

We use our insights from the analysis to propose
a hybrid one-way/two-way mechanism that is shown
theoretically to perform more gracefully in multi-hop
networks with high propagation delay, while incurring
mild additional communication overhead. We validate
our analysis through experimental trace-based simula-
tions on a line network of radio-based sensor nodes
where we use application-layer time-stamping to mimic
conditions of high propagation delay. The results of
these simulations confirm that the hybrid scheme not
only provides bounded error propagation over multiple
hops in average, but also produces low variance of
propagation error.

The key contributions of this paper are threefold. First,
we present comprehensive analysis of various existing
synchronization schemes and address the pros and cons
of each of them. We make use of our results and
propose a hybrid scheme which provides precise and
low variance synchronization. In addition, we provide
both theoretical analysis and experimental trace-based
simulations to verify the performance of our hybrid
scheme.

This paper is organized as follows: we first present
some existing efforts in Section 2, and analyze the pre-
cision for one-way, two-way, receiver-receiver, multiple
two-way and the hybrid mechanism for a single sender-
receiver pair in Section 3. We then investigate the multi-
hop synchronization error propagation of one-way, two-
way and hybrid in Section 4. Details of our time stamps
collecting experiments are stated in Section 5. The three
approaches are compared via trace based simulations in
Section 6. We conclude with a summary and directions
for future work in Section 7.

2 RELATED WORKS

Several issues make time synchronization challenging
in high propagation delay environment, such as un-
derwater acoustic networks. First, because the propaga-
tion distance of radio signal in water is limited, acous-
tic communication becomes a popular alternative [26].
However, the speed of underwater sound is five orders
slower than radio signal, propagation latency becomes
a non-negligible source of delay. Therefore, alleviating
the impact of high propagation delay plays a major role
in devising an efficient time synchronization protocol
for such challenging environment. Because of low cost
hardware adopted in sensor networks, clock generators
perform differently from each other. Thus, eliminating
the uncertainty is also an important and challenging
issue. Some existing literatures [12] [27] have more
detailed descriptions about underwater acoustic sensor
networks.

Reference Broadcast Synchronization (RBS) [4] is an
representative protocol of receiver-receiver scheme. In
RBS, a reference beacon is broadcasted by a reference

node. Nodes which receive the broadcasted beacon will
record its time of arrival and exchange this information
with others. The average error of RBS is 1.85+1.28us in
802.11 wireless Ethernet with kernel timestamping [4].
However, as shown in following contents, RBS is not
suitable for high propagation delay environments due
to the different distance between the reference node and
other receivers.

Karp et al. [19] propose an variation of RBS, which
is applicable to a network with a loop. The authors use
resistive networks to derive a synchronization algorithm
which provides global consistency and low variance. The
trade-off between energy consumption and synchroniza-
tion precision is also studied. Because we focus on tree-
structured networks, this type of implementation is out
of extent of our work.

Timing-sync Protocol for Sensor Networks (TPSN) [3]
is one implementations of two-way exchange scheme.
For a multi-hop network, TPSN first builds up a tree,
assigns each node to a specific level, and does synchro-
nization from level to level sequentially. The average
error of TPSN is 16.9us [3]. In addition, TPSN is the first
protocol to use MAC layer time stamping, which is able
to reduce medium access time efficiently. Lightweight
Time Synchronization (LTS) [13] also adopts two-way
exchange scheme and is a similar tree-style, sender-
receiver implementation as TPSN.

Gridhar et al. [20] and Solis et al. [21] use two-way ex-
change scheme, and takes advantage of loops existing in
networks to smoothen their synchronization estimation.
The key idea of these papers is the sum of offset along a
loop should be zero, and imposing these constraints to
each loop can provide a smooth and accurate value.

Graham et al. [24] and Sichitiu et al. [14] propose
synchronization protocols which use two-way exchange
scheme. CTP [24] uses a similar equation as TPSN to esti-
mate offset, and then further refines the estimation with
linear regression. While Tiny-sync and Mini-sync [14]
uses multiple time stamps collected from bi-directional
synchronization packets to form constraints of clock
offset and skew estimations, this algorithm has similar
precision as CTP [24] when the number of time stamps
is large.

The Flooding Time Synchronization Protocol
(FTSP) [2] utilizes one-way dissemination scheme.
Maroti et al. propose a sophisticated time stamping
technique, which is able to reduce various kinds of
jitter terms significantly [2]. The performance of FTSP is
mainly verified by experiments, and the average error
of FISP is 1.5us pair-wise and 0.5us per hop [2](Note:
by “pair-wise” and “per hop”, we are referring to
single-hop and multi-hop network setting, respectively.
The “per-hop” error, is calculated by dividing the error
at n-hop clock by n.).

RITS and RATS [23] [11] both utilize one-way scheme.
One important conclusion is that if the non-determinism
is minimal, even a simple implementation of one-way
scheme can provide high synchronization precision. The



average error of RATS and RITS is in the scale of us [23],.

Bychkovskiy et al. [18] propose another one-way
scheme implementation. For pair-wise synchronization,
the authors use linear regression on collected uni-
directional time stamps to compute offset. For multi-
hop calibration, they take advantage of existing loops
to maximize consistency.

There is an ongoing version of IEEE 1588 [37], or Pre-
cision Time Protocol (PTP), which targets at providing
networks with clock precision in sub-microsecond. There
are two fundamental assumptions that differentiate our
works and this effort. First, PTP assumes synchroniza-
tion messages can be exchanged in a short period of time,
such that no relative offset occurs during the exchange
process. Second, PTP also assumes the transmit time
of synchronization messages between two clocks is a
constant. In our works, we do not have this assumptions,
thus making our conclusions versatile.

Paxson [31] collected time stamps information from
hosts connected by Internet. Due to the high-variance
and long latency nature of Internet routing, we can
expect their results also apply to the challenging en-
vironment specified above. The author propose to use
only one-way messages to predict the relative skew, and
two-way messages to estimate relative offset between
two hosts. Although they have similar solution as ours,
detailed theoretical analysis, especially variance analysis
and multi-hop performance evaluation, is lacking in this
paper.

Ellingson et al.’s [35] work is the closest one to our
studies. The authors analyze one-way and two-way and
propose variance analysis of one-way pair-wise error
under the case of dynamic network setting. In addition,
the authors propose a recursive algorithm to filter out
measurement error. Again, the multi-hop, variance, and
the impact of message number analysis for pair-wise
two-way is lacking. On the hand, we focus more on the
precision with the existence of non-filtered measurement
error.

An excellent survey [1] reviews some of the state of
the art in time synchronization, that are not mentioned
here.

Some synchronization works focus on objectives other
than precision or power consumption. Cristian [36] pro-
poses a probabilistic method to alleviate the clock read-
ing error. Their solution is using a probabilistic method
to determine a clock reading is valid or not, according to
the knowledge of the distribution of network delay. In
our works, we don’t discard clock readings, and use all
collected time-stamps for average performance analysis.
Clearly, combining Cristian’s technique can improve the
results presented in our works.

Lamport [33] propose an algorithm to reconstruct the
complete ordering of all events taking place in the
system, by using knowledge of partial ordering of a
subset of events. They apply this concept to do time
synchronization, and bound the synchronization error.
One of the main assumption of this paper is, if a message

is sent earlier than another message, then it will also
be received earlier. This assumption does not apply to
acoustic communication system, due to the slow propa-
gation speed of acoustic waves.

Some existing works deal with the synchronization
tasks with special assumptions. Lamport et al. [34] pro-
pose an algorithm that can provide bounded error, in
the existence of “two-faced clock”. A two-faced clock
provide inconsistent clock readings to different users,
thus making many synchronization protocols fail.

TSHL [12] is an implementation specifically designed
for high propagation delay networks, which is done in a
parallel efforts of our works. However, several things are
lacking in this paper [12]. First, the authors only address
the propagation delay in their computation, and assume
all other jitter terms are negligible. This assumption may
not be true when the acoustic traveling distance is not
long enough, and application layer time stamping is
adopted , thus making the applicability limited. Second,
the authors use simple one-way and two-way implemen-
tations in their analysis, which is an unfair comparison.
In addition, the analysis of their TSHL protocol, and the
discussion of multi-hop setting are also lacking.

In sum, synchronization protocols designed for wired
environment do not take energy overhead into account
explicitly. Although protocols designed for RF-based
sensor networks do bear power consumption in mind,
they suffer from long propagation delay. On the other
hand, although some works are capable of providing
precise and energy efficient protocols for the challenging
environment mentioned above, comprehensive compar-
ison and performance under multi-hop network setting
are lacking.

3 PAIR-WISE SYNCHRONIZATION ERROR

ANALYSIS
3.1 Definitions and Assumptions of Analysis

By “ideal clock”, we are referring to a clock that is
capable of measuring time in consistent, and “ideal clock
reading” is a clock reading given by an ideal clock. By
“clock offset”, we are referring to the reading difference
between two clocks at the same instance. The rate of
one clock “drifting away” from an ideal clock or another
non-ideal clock is defined as “clock bias”, and “relative
clock skew”, respectively. In this paper, we assume every
node is equipped with an affine clock, clock bias {5;} are
not functions of time and iid (identically, independently
distributed), and every node is equipped with identical
hardware and software settings. In the following we use
a random variable I'; to denote the total delay/jitter
taken for packet 4, transmitted from one node to another
and is measured by an ideal clock. In addition, we
assume {I';} are iid , and {I';} and {S;} are independent.

Some possible sources of delays in packet transmission
include application layer send-receive times, access time,
link layer transmission and reception time, propagation
time, interrupt handling time, encoding and decoding



T; A clock reading (time stamp) generated by a node involved in a synchronization process.
t; The time measured by the ideal clock corresponding to the clock reading T;.
T; Total delay /jitter corresponding to packet ¢ as measured by the ideal clock.
S Bias of clock ¢ (clock skew between clock 7 and the ideal clock).
b; Intercept of clock 7 (clock reading difference between clock i and the ideal clock at time 0).
oy Actual offset between reference and unsynchronized node at instance ¢;.
Os. Estimated value of Of .
ROgi_)tj Actual offset difference between reference and unsynchronized node contributed by period ¢; to t;. RO}, —t, = o — Ogj
RO _,,. Estimated value of RO} _,, .
i—t i—t
aii Overall error at time ¢;, up to level j.
TABLE 1
Notations
T2 T4 T6 3
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Fig. 1. Message timelines for one-way synchronization
scheme
Thus, Xerror = Xar — X7 = (ATA)"LAT N. Because:
. . . m Znil T2i71
time, and byte alignment time [2]. Note that, even after AT A = . -
some delay sources are mitigated through sophisticated Yimi Tain 250 Toiy
time stamping techniques ‘s.uch as those. Proposed in . SAY " Ty
FTSP [2], the value of I';, Vi is always positive. AN = S Ty 4T))
. . . A = 2i—144
The symbols used in the following contents are listed =
in Table 1. m: number of packets 4)

Xerror can be calculated as (for brevity purpose, we omit
the superscript m and subscript ¢ = 1 of summation in

the following derivation):
An example of one-way scheme is plotted in Figure 1. Xopror = Xog — X7 = Cerror
The arrows in the figure represent directions of trans- ) Derror
mitted packets for synchronization purposes. The time S
relations of packet I can be written as T = T} +O;‘}_’B + = m(C T2 ) — (O Toi1)?

Sal';, and similarly for other packets.
At Y P . ( (ET3-)(ET5) = (X Toi-1)(X ToiaTy) ) -

3.2 Analysis of One-way Dissemination Scheme

We first define the following matrix:
& —(Q o Toi—1) Qo T%) +m(> Toi1Th)

Because of independency of {I';} and {S;}, one impor-

1) tant observation of equation (5) is that the expected value

of Deyrror equals 0, even the value of m is the minimal 2.

That means, one-way dissemination scheme is capable

of estimating clock skew accurately in average, and this
result is consonant with Freris et al’s conclusion [22].

On the other hand, because {I';} are iid, the expected

1 T1 T2

Cu
o ! 7XM_<DM>

An = By =
Where matrix X, represents the two unknown parame-
ters of doing linear regression on these time stamps. By

using linear algebra skills [28], we can compute X, by
solving A%}A MXym = A]{[B - Therefore,

Cm
Xy = Dar

However, if all uncertainties can be magically eliminated,

) = (A} An) " AL By (2)

value of Cerror becomes ST, given Exp[l;] = I' and
Exp[S;] = S. Since the value of {I';} and {S;} are pos-
itive, doing linear regression on time stamps collected
from uni-directional packets will over-estimate offset in
average, and this conclusion holds no matter how large
the value of m is.

From equation (5), because the variance of Dc,ror is a
decreasing function of m, it would be helpful to use more
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Fig. 2. Message timelines for two-way synchronization
schemes

packets if an accurate and low variance skew estimation
is desired.

3.2.1 An Explanation of FTSP’s Performance

In FTSP [2], RITS [11] and RATS [23] we notice the
average error of these protocols may fluctuate with
respect to the hop distance, i.e. using one-way sometimes
may under-estimate offset. One possible reason for this
confliction is the high variance of Ceyror and Deyyor.

Because of the adoption of sophisticated time stamp-
ing techniques, e.g. FTSP [2], the value of T is very
small in practice. However, from equation (5), we notice
the standard deviation of Cerror and Degror is so large
comparing with T. Thus, it is possible to see the situation
of under-estimate for one-way scheme if the number of
iteration is not large enough. In addition, because the
variance increases with respect to hop distance in multi-
hop scenario, this phenomenon becomes even more
likely when the un-synchronized node is far from the
root node.

Even though we do not explicitly model the mecha-
nism of filtering out extreme sample points while doing
linear regression in FISP, this strategy has equivalent
effect of using smaller variance of I' in our analysis.
Because we do not make assumption about the variance
of I', the conclusion of over-estimate clock offset in
average still subsists.

3.3 Analysis of Two-way Exchange Scheme

Figure 2 is an example of two-way scheme. Similar as
prior analysis, we can write:

T, =T, — Ogl + Sf'efl_‘j
Ty =T34 Ofs + Sal's (6)

From TPSN [3], LTS [13] and Paxson et al. [31], the offset
estimation is ULt =T) Becayge Of, = Of +(Sref—
Sa)(ts —t1), from equation (6):

e (L-T3)+ (Th — 1)
tg — 2

1
= 5[( b, +9alrr) + (OF

= 0+ 3 (Sres — Sa)(ts — 1) + (SaTrs — SregTr)] )

= Sresl'r)]

T2 T3 T6

Reference
T1 T4 TS

Fig. 3.
schemes

Message timelines for hybrid synchronization

However, Of, = Of, = (Sref —Sa)(ta—t3) = OF, — (Spey —
SA)F][. Thus,
Error = (Ty — Of,) — (Ty — Of,) = Of, — O,
1 Sref
= =5 (Orey = Sa)(ta = t1) = —= (11 = I'1) ®)

Because the clock skew is difference, the first term in
equation (8) represents the relative offset contributed by
the period of synchronization process, which we call it
“actual relative offset from ¢; to t,” and is denoted by
RO} _,,,.Since {T';} areiid, and {S;} are iid, the expected
error is 0. Therefore, two-way is capable of estimating
offset precisely in average. One potential problem of
two-way scheme is the high variance of precision. From
equation (8), the first term is a function of ¢4 —t;. Because
the variance of this error can be computed as:

) ty —t1)?
Variance of error = g

var[S] + %var[SI‘] )
If (t4 — t1) is large, then the variance of synchroniza-
tion precision can be potentially high. Therefore, using
two-way scheme in a low-duty, high propagation delay
environment may not be able to provide satisfying syn-
chronization precision.

3.4 Analysis of Hybrid Scheme

The basic idea of hybrid is: using two-way scheme
to estimate offset, and then using the skew estimation
calculated from one-way scheme to further refine the
offset estimation. ! An example of simplest 3-packet
exchange scenario of hybrid scheme is shown in Figure 3.
First, we can write:

T =T — O?l + Sal'y
Ty =T;5+ O?g + SrefFII

Te =T5 — Ogs + Sal'rr (10)

From packet II and III we can compute Of =

w From equation (8), we know the error

of OteG is %(Sref — Sa)(te — t3) + ST;f (Trrr — Typ). To

1. TSHL uses one-way skew estimation to calibrate time stamps of
un-synchronized node before it proceeds to use two-way scheme to
estimate offset. In hybrid scheme, we ONLY use the skew estimation to
compensate the relative offset taking place during the synchronization
process. Therefore, hybrid scheme can operate with only 3 synchroniza-
tion packets, while TSHL needs at least 4. In addition, hybrid scheme
is lighter in terms of computation demand.



reduce the variance contributed by RO{ = 3(Spef —

t3—te
Sa)(ts —t3), we use the skew estimation calculated from

packet I and II] to compensate it.

Because the skew estimation is %:%, the estimation
of RO, _,,, becomes:
. Ts — T3
R0t3—>t5 = Ts — Ty (T5 - Tl) - (TG - T3) (11)

According to the affine clock model assumption, equa-
tion (11) can be re-written as:

15 — 13
T — 1o

= Sref(t5 - tl)

RO;

ts—te

(T5 —T1) — (Ts — T3)

T — T3
T — 15

Thus, the error of hybrid can be calculated as:

— Sa(te —t3)(12)

Sre
Oy, = error of RO; 4 2ref (Trr—Ty)

ts—tg 2
Sref TG_TS
I -T I'yy—-T
5 [T6—T2( 1r =T+ (T —T))

Because {I';} are iid, the mean error of hybrid equals to
0. In addition, the variance of hybrid scheme is:

e
Oy, -

(13)

Variance of error = var[ST] x
1 T - T 1, T =T 1
Ul S

2

(4(T6—T2 4(T6—T2+1) 1)
Because % < 1, we notice the high variance problem
of two-way has been mitigated by compensating the
relative offset. Thus, hybrid scheme not only has 0 mean
error, its variance is also significantly smaller than two-
way scheme. Although the hybrid scheme we analyze
here is the case with least packet exchange, it is possible
to use more uni-directional packets from reference to A,
to improve the precision of clock skew estimation. Note
that, more uni-directional packets can produce higher
skew estimation precision in the expense of higher en-
ergy overhead. On the other hand, higher clock skew
estimation in a single synchronization instance leads
to less frequent re-synch process, given a desired error
requirement. Thus, one of our future work is to study
the trade-off between number of uni-directional packets
involved in a single synchronization process and syn-
chronization precision. We also have interest in finding
the optimal number of packets used in hybrid scheme,
in terms of network lifespan.

(14)

3.5 Analysis of Receiver-Receiver Scheme

An example of synchronization packet exchange sce-
nario by using receiver-receiver scheme is shown in
Figure 4. Similarly, we can write:

Ty =Ty + 08" =4 1 5,1,

Ty =T+ 088 4 STy (15)

For clarification, we use Ot“l’mf ~4 to denote the actual

offset between reference and A at instance ¢;, and simi-
larly for O}’ I’Tef —4 Because the estimated offset is T5—Tb,

T3

=l

> Reference
T1

Fig. 4.
schemes

Message timelines for hybrid synchronization
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A L V L Reference
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Fig. 5. Message timelines for hybrid synchronization
schemes

the error of this offset estimation becomes:

Error = (T3 —1T) — (O?{Tef—)B _ Ogl,ref~A>

= Sl —Sal'y (16)

One potential problem of receiver-receiver scheme is the
difference of acoustic traveling distance between refer-
ence to A and reference to B. If the difference of traveling
distance for A and B are significant, then the error of
offset estimation using receiver-receiver scheme can be
non-negligible. In addition, receiver-receiver scheme re-
quires A and B to be located within the broadcast region
of reference. However, we focus on a tree-structured
network with only one node in each level. Thus, receiver-
receiver scheme does not fit into our need.

3.6 Analysis of Multiple Two-way Exchange Scheme
CTP [24], Tiny-sync, and Mini-Sync [14] are representa-
tive works of this scheme. Basically, multiple two-way
exchange requires multiple rounds of two-way packet
exchange, and then using linear regression to estimate
clock offset and skew. An example of multiple two-way
exchange scheme is shown in Figure 5. We can write:

1 TQ Tl
1 T T,
Cum
A= | 2T By = | B | xu = D 17)
1 T T M

Similarly as one-way, we can calculate the error as:
Sa
m(ry) = (Xr)?
( (ZrHE DT = () (2 ra(=1)™'T)

Error=X; — Xy = X

) (18)

() (1)) + m( i (=1)7 )



Where {r;} represents the time stamps generated by
reference, i.e. Ty, T3, Tg, T7... etc. One observation is that
the expected value of Cepror is strictly larger than 0 ,
and the mean value of Do is strictly less than 0.
Obviously, this is not an ideal solution comparing with
hybrid scheme.

4 ANALYSIS OF SYNCHRONIZATION ERROR
UNDER MULTI-HOP SITUATIONS
4.1 Definitions and Assumptions of Analysis

Because of the existence of clock skew, a synchronized
clock, say A, may already significantly drift away from
the reference clock before another clock, say B, tries to
synchronize with it. If clock A uses skew estimation to
calibrate itself before providing readings to other clocks,
the inaccuracy of clock skew estimation still deteriorates
the synchronization precision. Therefore, the relative
offset taking place during the synchronization process
is not a negligible error source when synchronization
process is long. In multi-hop networks with sleep-
scheduling, which can increase the intervals between
two consecutive synchronization process, this source of
error is significant. We call this error as “relative offset
error”. Intuitively, if precise clock skew estimation is
possible, then we can benefit from compensating relative
offset error; otherwise, it may further deteriorate syn-
chronization precision. We analyze both cases separately
in the following sections. The used symbols are listed in
Table 1, and we make the following assumptions:

1) We assume a tree-structured network, and every
node is assigned to a specific level, determined by
its hop distance to the root/reference node. The
root node is assigned to level 0, and synchroniza-
tion takes place sequentially from the root to higher
level node.

2) Every synchronization instance is independent
with each other.

3) By “overall error up to level i”, we refer to the clock
reading difference between calibrated level ¢ clock
and the root clock, at the instance when level ¢ node
completes its synchronization with level i —1 node.

4.2 Propagation Error Without Relative Offset Com-
pensation

4.2.1 One-way Dissemination Scheme
An example scenario is plotted in Figure 6. Similarly, we

can compute Xy it = (Carita, Daive)?l = [(Aig2 +
Pi+2)T(Ai+2 + Pi+2)]71(Ai+2 + Pz‘+2)TBM.,i+2, where:
Aipa = 1Ty ,Pijo= 0 —0fin 7
Ty
Buiys = | 110 (19)

T8 Ti0 T12

1V, vV, Vi
T2 T4 T6 J J
T " T7 TO T11
1 mn/ o
T3 TS g
Fig. 6. An example scenario for doing synchronization in
a multihop network using one-way scheme.

For clarification, we add the subscripts ¢ + 2 to A;;o,
P12 and Bjyi42 to identify these matrixes/vlaues are
computed between level i+2 and i+ 1 clock, and add the
subscript i+1in Oy ;4 to represent this offset estimation
is computed between level ¢ + 1 and 4 clocks. Then, the
error matrix Xeyror,i+2 can be computed as:

Sit2
m (Ts; 1)? — (Q_T5,_1)?
( o(T5,- 1)) (2 T) — S T4 O (T5,4 1)) )
X (20)

—(2T5 )2 T) +m (3 (T34 T4))
For brevity, we use T3, ; = Tz;—1 — Of ,,, to represent
the clock reading 75;—; from level i + 1, such that it has
been calibrated by using offset estimations between level
i+ 1 and i. Because {I';} are iid, we can compute the
expected value of X¢pror,it2 as:

Xer'r‘or,i+2 =

Sit2
m) (Ts; 1)? — Q_ 15, 4)?
mID e V)T 5i1)?
x( FQC(T5-0)°) -T2 T5-1) ) (21)

—mlQCTs; ) +ml' (3 Ts )

Two conclusions can be made by observing equation
(21). First, the mean error of Djs ;2 is 0. That means,
one-way can provide precise clock skew estimation be-
tween i+1 and i+ 2 in average, without using clock skew
estimation. The other observation is that mean error of
Chr,it2 equals ST. Therefore, using one-way without
compensating relative offset error will produce excess
ST amounts of intercept estimation error in average.
Because the intercept estimation error in level i+ 2 is on
top of prior errors, using one-way without relative offset
compensation will lead to unbounded error under multi-
hop scenario in average. By induction, we can write:

E‘Tp[XerTor,i-&-Z] =

Exp[Overall Error up to level j] = jST (22)

4.2.2 Two-way Exchange Scheme

An example scenario is plotted in Figure 7. For conve-
nience, we denote the reference clock reading at instance
t; as Tf, i.e. T = Sot; + bo. By definition, we can write
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Fig. 7. An example scenario for doing synchronization in
a multihop network using two-way scheme.
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Fig. 8. An example scenario for doing synchronization in
a multihop network using hybrid scheme.

e = T§ — T¢. Because:
e e
T5 =Ts = O, i1
e __ e
T7 =Tr = O3, i1

(BT (1T
tg,i4+2 — 2

(23)

Using the affine clock model, e.g. Ts = S;y1ts + biy1, we

can thus compute 5%2 as:

5%;2 =T —T¢g = (Ts — Oteg,i+2) - T

= Eijl + So(ta —t7 —T'1v)

tr —te+T1rr + Ty
2

te +t7 — 2ty

5 (24)

+Si41 Sit2

Because {S;} and {I';} are iid, the mean value of £}
equals 5)’;1’1. From section 3.3 we know the average error
up to level 1 is 0. By induction, we can have:

Ezxploverall error at level j] =0 (25)
However, one potential problem of using two-way with-
out relative offset compensation is the high variance
of error. By observing equation 24, because every syn-
chronization task introduces a constant error on top of
prior hop’s overall error in average, it can be expected
using two-way without relative offset error compensa-
tion demonstrates linear increasing variance with re-
spect to hop count distance. This result is also conso-
nant with Giridhar and Kumar’s result [20]. In addi-
tion, if the length of synchronization process and inter-
synchronization period are large, we may end up with
huge propagation error in some instances.

4.2.3 Hybrid Scheme

An example scenario is plotted in Figure 8. Overall error
at tg up to level i + 1 as aijl =T§ — T¢, and the offset
estimation at ¢12 can be computed as:

. (Tho = TH) + (To — TF)

2 _ (&
ti12,04+2 — - RO

2 to—ti2

(26)

Using the affine clock assumption, and the clock skew
estimation Dy ;42 derived from doing linear regression
on packets sent by level i 4 1 and received by i + 2, we
can compute overall error at ¢12 up to level ¢ + 2 as:

. . t12 — tg tio +t11 — 2t6
6;22 = 67152_1 + Si+2 + Si-i-l—

2 2
—So(t12 — te) + (Darirz — 1)tz — b)) (27)
Since {S;} are iid, the expected value of €}1* equals 1.

From section 3.4, we know the mean value of overall
error up to level 1 is 0. By induction, we know the mean
overall error at any level j,Vj > 1 is still 0. Therefore,
using hybrid without compensating relative offset er-
ror can produce good synchronization precision under
multi-hop scenario in average. However, the trade-off of
not compensating relative offset error is high variance
of precision, and this effect will be reflected by large
value and high variance of D ;2. Because hybrid can
produce accurate clock skew estimation, using hybrid
without compensating relative offset error is clearly a
sub-optimal strategy.

4.3 Propagation Error With Relative Offset Compen-
sation

4.3.1 One-way Dissemination Scheme

Consider Figure 6 again. The effect of compensating
relative offset error makes the matrix P; o different
from equation (19), thus changing the value of {77, _,}
in equation (20) and (21). However, this effect will be
canceled out because they both appear in the numerator
and denominator of equation (21). Therefore, no matter
we compensate relative offset error or not, using one-
way will lead to unbounded multi-hop error in average.
Since {S;} and {I'i} are both iid and independent with
each other, by induction, we know the expected overall
error up to level of using one-way with relative offset
error is the same as equation (22). Although the mean
error is the same as not compensating inter-sync error,
compensating relative offset error does provide lower
variance, due to the fact one-way is capable of estimating
clock skew precisely.

4.3.2 Two-way Exchange Scheme

Consider Figure 7 again. Because both TPSN [3] and
LTS [13] do not provide skew estimation, we assume its
skew estimation by doing linear regression on collected
time stamps. Thus, the clock skew estimation can be
computed as =1L, where T5 and T§ represent the
relative offset calibrated time stamps corresponding to
T, and T3, respectively. For convenience, we denote the




clock skew estimation between level j and j+1 as af, ;.
By using affine clock model, we can compute the error
of skew estimation between level i and i + 1 as:

Sit1(ts —ta+T1+Ty)
S, (ts — ta) + ROS

to—ts

€ —
Error of aj, | =

(28)

Because ROy, ;. = af(ts — t2), the error of clock skew
estimation in one level will further deteriorate clock
skew estimation in its next level. By changing the value
of T¢ and T¥ in equation (23), we can calculate the
overall error up to level at tg as:

i e o i t7 +tg — 2ty
R L
S 1 2t
+201 - )t + tr) — —— — 2tg]
2 € e
Q1 Qi1
tr —teg + T r
+Sins 7 6+ 2111 + 1y (29)

Since {S;} and {I';} are both iid and independent with
each other, the expected overall error becomes:

, , _ 2
Bapleif?) = ;2 -5~ (30)

i1

We first notice, offset estimation error in current hop will
be carried to the next hop. Second, the skew estimation
keeps adding error in every hop and also deteriorates
the offset estimation in next hop. Therefore, the overall
error of using two-way with compensating relative offset
error under multi-hop scenario will keep accumulating
quadratically.

4.3.3 Hybrid Scheme

Consider Figure 8 again. Due to the affine clock model
assumption, the overall error up to level i + 2 at time ¢
can thus be calculated as:
t10 +t11 — 2t

2

+ (Dariv2 — 1)(t12 — to) (31)

Since {S;} and {I';} are both iid and independent with
each other, the expected value of ¢, becomes ¢, ". In
addition, because we know the average overall error up
to level 1 is 0 from Section 3.4, by induction, we can

write:

+2 1+1
€11y = Etg + (Sit1+ Dariv1 — 1)

t12 — g

—So(t12 — te) + Sit2

Exploverall error up to level j] = 0,V (32)

Again, since every synchronization task adds in a con-
stant error on top of prior hop’s propagation error in
average, it can be expected the variance of using hybrid
with relative offset compensation increases linearly with
respect to level number.

5 EXPERIMENTS

Our focus in this paper is on evaluating different
schemes for high propagation delay environments, such
as underwater acoustic sensor networks. However, we
are not aware of any acoustic underwater testbeds that

would be suitable for experimental evaluations. Instead,
we use traces collected from experiments with RF-based
sensor nodes (specifically the Moteiv Tmote Sky plat-
form [29]). State of the art RF-based time synchronization
mechanisms such as FTSP and TPSN advocate the use
of MAC-layer time stamping to reduce communication
jitter. However, our testbed uses application-layer time-
stamping, which incurs a higher latency and variance
from sender to receiver. This sufficiently mimics the
high propagation delay and high variance characteristics
of interest to us. Although underwater acoustic sensor
networks can see propagation delays on the order of
hundreds of milliseconds, while the application layer
time stamping on our testbed gives per-hop latencies of
around ten milliseconds, it still suffices to show the rela-
tive strengths and weaknesses of the various techniques.

We have chosen to evaluate various schemes by first
collecting time-stamp data traces from a common set of
experiments and then undertaking offline simulations,
instead of directly implementing these schemes on the
motes and running them separately online. There are
several good reasons for adopting this approach. First,
the offline method will yield essentially the same per-
formance as an online implementation as the only key
difference is in where the computations take place (on-
mote versus off-board on a PC). Since the calculations
involved in the different schemes that we evaluate (one-
way, two-way, and hybrid) are extremely lightweight,
the effect of additional hardware capability on perfor-
mance is negligible. We instead gain several benefits
from this approach. The testbed experiments we use
are set up in such a way (all nodes can hear packets
from each other) that they can be easily used to generate
simulations of n! permutations of multihop chains. This
allows us to average results over a thousand runs triv-
ially, to generate results with high statistical significance.
By contrast, if the algorithms were to be run online, we
would have to manually change the topology a thousand
times while doing the experiments, which would make
it prohibitively time-consuming to achieve the same
significance. Further, this approach is inherently fair to
the various schemes, as they are each evaluated over the
same set of time-stamp data. Finally, the traces from the
experiments that we undertook in order to obtain these
simulations can be reused in the future as a benchmark
for other techniques and mechanisms; to this end, we
have made our experimental traces publicly available
[30].

We now detail the experiments, and then present and
comment on the results obtained.

5.1 Experimental Setup for Collection of Time-
Stamp Traces

We use 20 motes and mark each of them with a unique
physical ID number, from 1 to 20. Every mote is placed
within the transmission range of others, thus, each mote
is capable of communicating directly with any other one
in our experiment.



A synchronization packet includes the following in-
formation: Round Number, Sender Time Stamp, and
Receiver Time Stamp, which are explained as follows:

1) Round Number: A round is consisted of a sequen-
tial synchronization packets sent through Node ID
1 to Node ID 20. Each round consists of 20 sending
cycles. (Detailed in following contents.)

2) Time Stamp: The clock readings when a synchro-
nization packet is constructed.

Our data collection experiment proceeds as follows:

1) Exactly one node is scheduled to transmit packets
in any instance, and all the others are considered as
receivers. At time 0, ID 1 node starts broadcasting
ten synchronization packets at an interval of 10 ms.
Once it finishes transmitting 10 packets, a sending
cycle is complete.

2) Whenever a receiver hears a synchronization
packet, it records the sending time stamp, sender
ID, and the corresponding local receive time stamp
for that packet. Only the first packet, which is
commonly received by all receivers, is kept for
future use and the remaining packets within the
same sending cycle are discarded. Because we need
to guarantee the existence of such packet in one
sending cycle despite possible transmission errors,
we make each sender broadcast 10 packets within
its sending cycle.

3) Nodes in the network initiate their own sending
cycle in sequence of their physical ID. Because
every sending cycle takes roughly 100 ms, we make
the node with physical ID ¢+ 1 start its cycle after
150 ms of the first received packet from ID i node
to avoid overlapping prior sending cycle.

4) When the node with ID 20 finishes its sending
cycle, one sending round completes. To avoid over-
lapping of two sending rounds, ID 1 node waits
one minute and start a new sending round, after it
receives packets sent by ID 20 node.

5) Repeat the above steps. In our experiments, we
have collected 80 sending rounds of data.

5.2 Multi-hop Error Calculation

By choosing a permutation of the 20 nodes in our
experiments, we obtain a virtual 19-hop line network
with exactly one node in each level. The node which
provides the reference clock for other nodes is located
in level 0. The sequence of time-stamped message ex-
changes for each scheme are obtained by using the
packet from each round of the experimental trace. To
simulate a different network instance, we simply pick a
different permutation of the 20 nodes. This allows us to
obtain statistically meaningful results by averaging over
different independent random network.

For each permutation, we apply the different synchro-
nization schemes (one-way, two-way and hybrid; with
and without relative offset compensation) offline using
Matlab and compute the error at each level as follows.
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Synchronization is conducted by calibrating the clocks
sequentially level-by-level from 0 to 19, with each
scheme. Error at level ¢ is computed by obtaining the
clock difference between “calibrated level ¢ clock read-
ing” and “the corresponding level 0 clock reading at the
same instance”. By “level 0 clock reading at the same
instance”, we are referring to the receive time of the
last packet involved in level i’s synchronization process,
measured by the node assigned to level 0 in the same
permutation 2. Presented results for each technique are
average of error at each level across 1000 permutations.

6 RESULTS AND DISCUSSION
6.1

In the trace based simulations, we have the following
conditions which are relevant to our analysis models:

Predicted outcomes

o The time periods between two consecutive packets,
within the same synchronization process, are ap-
proximately the same.

o The time periods between two consecutive synchro-
nization process, i.e. the duration between the end
of a synchronization process and the beginning of
the next immediate process, are approximately the
same.

o The above two values are approximately the same.

By applying above conditions, the predicted outcomes
of our experiments are listed in Table 2 and 3. The former
adopts skew estimation to compensate for relative offset
error, whereas the later does not.

6.2 Experiment Results and Discussion

The average 19-hop propagation error of all three syn-
chronization schemes with and without inter-sync error
compensation are listed in Table 2 and Table 3, respec-
tively, and are plotted in Figure 9 and Figure 10, respec-
tively. The outcomes presented are averaged over 1000
synchronization iterations. For comparison purpose, we
list the results side by side to the predicted outcomes.
As listed in Table 2, the hybrid scheme performs the
lowest average error, while two-way scheme performs
the highest. A more interesting conclusion can be made
by observing Figure 9. One-way scheme maintains a lin-
early increasing trend with respect to the hop distance to
the root node, and two-way scheme raises quadratically.
Both schemes suffer from unbounded error. On the other
hand, hybrid scheme not only performs significantly
better precision comparing to the other two schemes un-
der the same settings, most importantly, hybrid scheme

2. In other words, we use a receiver-receiver scheme to determine
the error. It is for sure this method may introduce some “noise”
into the actual error. However, the average error introduced by this
mechanism is insignificant. According to our analysis in section 3.5,
the major problem of using receiver-receiver scheme is the difference
of I'r and I';7. Because every T-mote in our experiment is configured
identically, and physically located nearby, it can be expected I'; and
T';1 has approximately the same distribution. Thus, the average error
introduced by this method is negligible.
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One-Way Two-Way Hybrid
Measured Average Overall Propagation Error 176 ms 4535 ms -0.18 ms
Predicted Average Overall Propagation Error (1) 19 x (E[I]) | 510 x (E[T]) | =0
Measured Average Per-hop Propagation Error 9.26 ms 238.7 ms -0.0.095 ms
Estimated Average Per-hop Propagation Error (¢17/19) | E[T] 26.8 x (E[I']) | =0
TABLE 2

Propagation error under different synchronization schemes with relative offset error compensation

One-Way Two-Way Hybrid
Measured Average Overall Propagation Error 167.4 ms -02ms 0.38 ms
Predicted Average Overall Propagation Error (¢!°) 19 x (E[l']) | =0 ~ 0
Measured Average Per-hop Propagation Error 8.8 ms - 0.0105 ms | 0.02 ms
Predicted Average Per-hop Propagation Error (19/19) | E[T] ~0 ~0
TABLE 3

Propagation error under different synchronization schemes without relative offset error compensation

is capable of providing bounded average propagation
error.

By comparing the one-way scheme with our predicted
value, the mean value of I' thus can be computed as
167ms/19 ~ 8.8ms. Similarly, the average value of I'
calculated from two-way scheme can be computed as
4535ms/510 ~ 8.9ms, which is very close to what we
get from one-way calculation. For the hybrid case, while
the predicted value is 0, our experiment outcomes show
fluctuated propagation error at different hop distance.
The reason of this unmatched results is caused by the
high jitter nature of I'. From the traces, we can calculate
the mean of T" is around 8.9 ms, the standard deviation
is 2.3, and, in addition, the distribution of I' is very
close to normal distribution. In both one-way and two-
way scheme, since the mean propagation error is large,
the fluctuation caused by the variance is not obvious
at all. However, the hybrid scheme is very precise such
that little fluctuations will be easily observed. Based on
the above discussions, all these experiment outcomes are
consistent with our analysis conclusions.

In Table 3, although one-way and hybrid scheme still
performs similarly as they do in previous setting, two-
way scheme possesses considerably lower propagation
error comparing with the prior settings. Especially, two-
way scheme, as hybrid scheme, shows no obvious trend
of increasing propagation while hop distance goes up
in Figure 10, and the synchronization precision of both
two-way and hybrid schemes are comparable. These
results also match our prediction. From the one-way
side, because of the precise clock skew estimation, most
of the relative offset error can be mitigated efficiently.
Thus only the offset estimation error will propagate hop
by hop. By calculating the average value of E[I'] from
the experiment outcomes, we get 171ms/19 ~ 8.9ms,
which is the same as prior value. For the hybrid scheme,
because it is capable of providing accurate offset and
skew estimations simultaneously, the results presented
also match our expectation. For the two-way scheme,
due to the precise offset estimation we can get from it,

the dominant error source is the relative offset taken
place during inter and intra synchronization period.
However, because of the equal probability that the clock
bias of one node is faster or slower than the other clock
that intends to synchronize with itself, it can be expected
that the relative offset are equally likely to get positive
and negative values. In addition, the value of Tj,ter
and T;,.-. 1S a constant in our trace based simulations,
it is also reasonable to expect the relative offset will
cancel each other throughout different synchronization
iterations. A more detailed descriptions can be found in
Section 4.

From the above results, we notice while the aver-
age propagation error of one-way increases without
bounded, two-way without inter-sync error compensa-
tion and our hybrid scheme (no matter compensating
inter-sync error or not) perform comparably. In addition,
both the later two strategies provide bounded propaga-
tion error in average. To further address the benefits of
hybrid scheme, we compare the variance of these two
strategies in the following section.

6.3 Variance Comparison Between Hybrid and Two-
way Scheme

For comparison purpose, we compare the variance of
precision between hybrid and two-way scheme under
two different strategies: with or without relative offset
error compensation. The results are plotted in Figure
11(a) and 11(b). In sum, both hybrid and two-way
schemes perform linearly increasing trend with respect
to hop distance to the root node. This conclusion is also
consonant with Giridhar and Kumar’s work [20]. By
comparing 11(a) and 11(b) we notice that, hybrid does
benefit from compensating relative offset error. However,
the variance performance of hybrid is not impressive,
considering the extra packets exchange it costs. One pos-
sible reason is, the relative offset error is not significant.
In our time stamps collecting experiment, since all motes
are placed near to each other, the environment may not
cause high enough skew between different clocks. In



@
=1

Propagation Errar (mns)
®m m D B B @
8 & 8 ©8 &5 8
*
*
*
+
+
L . . L L .

=
=]
L

<)

=]
+
L

o

o 2 4 B 8 10 12 14 16 18 20
Hop Count

(a) One-way
5000 . . . . .
4500 * ]
4000 +
_3E00 * B
5
£ +
= 3000 1
= +
w
< 2500 e 1
o
& 2000 * 1
=
5 *
o 1500 " R
+
1000 + B
+
+ 4
500 .
¥ +
a ot 1 . . . . . . .
o 2 4 B 8 10 12 14 B 18 20
Hop Count
(b) Two-way
15 . . . . .
+
T 1
* oy
T 08 1
=} + * *
5 0 . * 4
= *
£ + * w
g *
2 s B
*
1 * -

a 2 4 5 =] 10 12 14 16 18 0
Hop Count

(c) Hybrid

Fig. 9. Trace based simulation results showing multi-
hop error propagation for one-way, two-way and hybrid
schemes with inter-sync error compensation.

addition, the length of a synchronization process and the
inter-synchronization period are not long enough, either.
Therefore, the relative offset is not a significant source of
error. Instead, the high variance of {I';} plays the major
role on determining the variance of both schemes. In
order to verify our speculation, we intentionally increase
the inter-synchronization period to around 12 minutes
and re-do the trace-based simulation to simulate a 6-
node, 5-hop line network. The variance comparison are
plotted in Figure 11(c) and 11(d).

One interesting observation is, variance of two-way
without relative offset compensation increases much
faster than prior setting. Even the 5-hop variance
is higher than prior result of 20-hop. Although the
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Fig. 10. Trace based simulation results showing multi-
hop error propagation for one-way, two-way and hybrid
schemes without inter-sync error compensation.

variance of hybrid also increases with longer inter-
synchronization period, the rate is much slower. By
comparing Figure 11(c) and 11(d), we also notice that
hybrid does benefit from compensating relative offset
error. From above results, hybrid with relative offset
compensation does perform more gracefully than other
existing strategies in a high propagation delay and low-
duty cycle network.

7 SUMMARY AND FUTURE WORK

The major contributions of this work are as follows.
First, we have presented a thorough comparison of two-
way packet exchange, one-way dissemination schemes,
receiver-receiver scheme, and multiple two-way scheme.
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We find that, one-way dissemination performs worse in
estimating clock offset, two-way dissemination performs
worse while relative offset error is significant, receiver-
receiver scheme performs worse when propagation de-
lay is substantially different, and multiple two-way per-
forms biased offset and skew estimation. Second, we
have proposed a hybrid one-way dissemination/two-
way exchange synchronization scheme that can provide
substantially better accuracy, bounded error propagation
over multiple hops in average, and low variance of
propagation error. Such a strategy would be most useful
for a challenging environment, characterized by high
propagation delay, low-duty cycle, and highly skewed
clocks, such as underwater acoustic sensor networks.
Third, we implement a series of experiments to collect
time stamps from real Tmotes. From the trace-based
simulation results, we get the same conclusions as we
make in our analysis.

In the future, we hope to extend this work by do-
ing fine-grained time stamping in practical experiments,
and develop a time synchronization protocol based on
the hybrid scheme that will be suitable for multi-hop
settings. It would then be of great value to compare the
different approaches in detail through real implementa-
tions on wireless devices. In addition, we would like to
find out the optimal number of packets used in hybrid
scheme, in terms of maximum network lifespan.
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