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Abstract—Pure opportunistic dissemination of content in a
vehicular network can incur high delays if the number of
vehicles is relatively low. We consider in this paper an area-
based approach to information broadcast in which vehicle to
vehicle (V2V) communications is supplemented with vehicle to
infrastructure (V2I) communications in order to improve the
delay performance. We show how area-based dissemination can
analyzed mathematically using a Markovian model. We also
investigate through trace-based simulations how different area-
partitioning approaches affect the total dissemination time.

I. INTRODUCTION

Vehicular communication has gained an increasing world-
wide interest and IEEE 802.11p has been standardized to
support Wireless Access for Vehicular Environments. Several
consortia (EU C2C-CC [1], US-ITS [2]) have focused on
developing key network technologies for communications,
security, wireless, routing, etc. for future vehicular com-
munication system. Such vehicular communication systems
will enable efficient new safety and infotainment applications
for in-vehicle consumption by offloading traffic away from
increasingly crowded cellular infrastructure.

Fleet-wide information broadcast for both non-urgent and
urgent data is one of the critical building blocks for ve-
hicular networks. For sparse-deployment conditions, a com-
monly advocated approach has been epidemic propagation
using purely vehicle-to-vehicle (V2V) communications [12].
However, precisely due to the sparsity, epidemic propagation
can in fact be very slow process. We consider in this paper
the possibility of using in addition vehicle to infrastructure
(V2I) communication (between vehicles and road-side units)
to speed up the dissemination process.

We consider a hybrid V2V/V2I system, in which the
infrastructure nodes deployed in a city are organized into
distinct sub-networks that we refer to as “areas.” We make
the assumption that the communications within each area are
organized so as to enable very fast propagation of the content
to all infrastructure nodes within that area. Vehicles provide
the functionality of connecting the areas together, by carrying
data between areas.

Figure 1 shows the motivation for this work. This figure
is generated based on a real trace of Taxis from Beijing (see
section V for more details), and compares the epidemic time
of pure V2V information dissemination with the time taken
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Fig. 1: pure V2V versus area based approach

with V2I-enhanced area-based dissemination in a scenario
involving 453 taxis in the central part of Beijing, divided
into 36 areas. It can be seen that area-based dissemination
of content can be dramatically (order of magnitude) faster.

The information broadcast in this area-based dissemination
model works as follows: initially, the content to be distributed
is available on a vehicle or infrastructure node within one
area (in the former case, the information is first sent from that
vehicle to the first infrastructure node it encounters within the
area). Once an infrastructure node in that area has the infor-
mation, it is very rapidly propagated to all infrastructure nodes
and vehicles within that area and the information continues to
persist within the area. Now, when a vehicle from that area
moves to a different area, it communicates its information to
other cars and infrastructure nodes it encounters within that
area. Again, the information from an infrastructure node in
the new area is propagated rapidly to all other infrastructure
nodes within that area, and the process continues. In this
area-based approach to information dissemination, then, the
propagation within areas is very fast, and the latency is
primarily dominated by the time taken for vehicles to move
from one area that has the content to reach a new area
that does not. We are essentially transforming the problem
from epidemic propagation between vehicles alone to one of
epidemic propagation between areas (with rates determined by
the movement of vehicles between them).



We present in this paper a Markovian analytical model for
the propagation of content via area-based dissemination. We
build on top of a recently proposed model for modeling the
mobility of vehicles in a city between areas [8]. To model
the information dissemination, we consider as the state of
the system a binary vector (of size [N, the number of areas)
indicating which areas have received the content, and which
areas have not. And using the prior work, we derive the
transition probabilities between the various states. This forms
a transient finite-state continuous Markov Chain with an initial
state and an absorbing state. The initial state has a single area,
where the content dissemination originates, with “1”, and the
rest with 0’s. The final absorbing state is the vector of all
ones, corresponding to all states receiving the disseminated
content. Our model allows for a mathematical calculation of
the expected time to go from the initial to absorbing state
(corresponding to propagating the information to all nodes).

Intuitively, the fewer the number of areas, the quicker the
dissemination process will be (since we assume rapid infor-
mation propagation within the infrastructure for each area).
However, in practice, the number of areas will be determined
by the cost of establishing the V2I and I2I infrastructure for
the sub-networks (initially, each area may even consist of only
a single or small number of proximate infrastructure nodes,
and slowly expanded, with the number of areas reducing
as more infrastructure nodes are deployed over time.) We
set aside the issue of how the number of areas should be
determined as outside the scope of our investigations, but
explore how the propagation time varies with the number
of areas and the number of cars. We also examine how
the location and structure of the areas affect the speed of
information dissemination.

The rest of this paper is organized as follows: section II
lists related works; section III describes in detail the problem
formulation and its corresponding complexity; section IV
illustrates the idea by an example and shows the preliminary
results between simulation and theory calculation; section
V compares the simulation results of flooding time using
different methods of choosing areas; and finally, we present a
concluding discussion in section VI.

II. RELATED WORK

Mobility has been considered a crucial aspect which
affects accurate connectivity and performance analysis of
VANETs [3]. Markov mobility models have been used
widely as a strong mathematical tool in evaluating MANETS
mobility[4][5]. In VANETSs, [6] utilized Markov Chain to
predict vehicle directions and velocities, and in a closely-
related work, [8] show through validation over real data sets
that the Markov Jump mobility model could be used to
predict network performance parameters accurately. Further,
data dissemination in networks have attracted numerous re-
searchers. An epidemic model based on extracted spatial user
mobility of network of devices is developed in [9]. In [14],
the authors described a data dissemination scheme by data
buffering and retransmitting at intersections of the network.

The authors of [10] addressed the fluctuated connectivity of
V2V communication by proposing a Voronoi-based placement
of RSUs algorithm in V2I networks while in [13], a forwarding
algorithm is presented to extend the coverage of Road Side
Units in V2I infrastructure network. Our work builds on some
of these prior works and makes a complementary novel con-
tribution by analyzing the area-dissemination process taking
advantage of both V2I and V2V communications.

III. PROBLEM FORMULATION

The whole region (say a city) is divided into /N areas each
of which contains one major intersection. Let the areas be
numbered Ay, As, ..., Ay. There are total M vehicles in the
system moving independently among areas in the system.

Vehicles stay in area A, for an exponentially distributed
amount of time with an average time period of 1/u, and
switch from area A,, to area A, with probability p,,,
(m,n=1,2,...,N).

The number of cars in each area, denoted as
Wi, Wo, W3, ... Wn (w; = 1,2,..., M), follows the steady
state distribution 7y, T, T3, ..., Ty correspondingly. Let’s
consider the stable network in which vehicles in the system
follow the global balance equation:

> wi(pjipd) =Y milpijpi) (1)
JFi ji

The probability that there are k vehicles in region i:
M
PW;=k) = (k >7r,’f(1

Given that a vehicle has the message initially, the goal is to
estimate the epidemic time when the message is disseminated
throughout the whole network. Vehicles move around the
system from one area to another. We assume that whenever an
area gets infected, all infrastructure nodes within the area get
the message rapidly and broadcast to all vehicles within the
area from that time on (i.e. an “infected” area stays infected).
Whenever a vehicle carrying information from an infected
area enters a new non-infected area, it sends the piece of
information to the nearest road side unit / base station in that
area, infecting that area rapidly'. This process can be modeled
as a Markov Process in which states are the infection status
of all areas.

Let say I be the current state. There are currently L infected
areas in state I, let S} be the set of infected areas. We already
denoted W; as number of vehicles in area i in the set Sj.
We can compute the joint vehicular distribution of all infected
areas for state I for a specific case W = (wy, wa, ..., wr,) as:

W[(W)

— )Mk 2)

:P(W1:w17W2:w27...7WLI :U)LI) (3)

Ly
= H P(W; = w;) 4)
=1

'For simplicity, we consider that this time is negligible; however it is
straightforward to extend the model to allow for a non-negligible (possibly
random) time for intra-area information propagation



Here, w; can be any value of 0,1, .., M. Let us denote all the
possible combination set of values for state I as M%7,

As we consider the transition from state I to J, there will be
one more newly infected area, which means obviously L; =
L; + 1. Denote the new infected area as s;. Denote the area
from which the infection happens as s. Because there are Lj
infected areas in state I, area s; can be infected by an infected
vehicle coming from any areas in set S;. The first infected car
leaving the infected area s for the non-infected area s; will
spread the infection. Therefore, we can compute the transition
probability from state I to state J as:

b

weM&br

2

SEST kes;

Pry = (”1(W: (w1, wa..., wr,)) )

PS,SJ)> (6)

In the above equation, Y. (uk - wy) is the rate of the first
keSr
vehicle in the whole region leaving an area for another area,

P ., indicates the probability of the vehicle leaving area s
for area s;. Knowing the area distribution of the system, we
could compute the mean sojourn time at state I:

>

WweM&br

T, = (W[(W = (w17w2---7wL1)) :

keST

Er is the expected propagation time starting from state I
till it reaches the final state, and let say L is the number of
all states in the problem. For example,L = 8 in Figure3 in
the illustrative example. We can construct a linear equation
system of L equations:

Ef(1-Pi)= Y (Tr+Ey)- Py ®)
I,JeL
I#J
If I is the initial state where exactly one area is infected, the
final epidemic time is given as:

EP =Ti, + Ey, ©)]

From the theoretical analysis, the computational complexity
of calculating the expressions in equation (5) and equation
(7) are O(MN?),0(M N?) respectively. The complexity for
solving the linear equation system (8) is O(4).

IV. ILLUSTRATIVE EXAMPLE

An illustrative example is given in Figure 2. There are total
of 4 areas. Figure 3 shows an example of a corresponding
Jump Markov Chain diagram. Infection status of each area in
Figure 3 is marked as 1 (all of vehicles in the area have the
message) or 0 (there is at least one vehicle in the area which
does not have the information). For example, state 2 “1100”
implies that area 1 and 2 are already infected, but area 3 and
4 are not.

Figure 4 shows that the theoretical analysis and corre-
sponding simulation results of total propagation time in the
illustrative example while total number of vehicles varies from

1
> (o - wy) >(7)

Fig. 2: An example network of 4 areas

Fig. 3: Corresponding Markov Jump Process
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Fig. 4: Expectation of propagation time in theory and simulation for
varying number of vehicles

under 50 upto 150 match well with each other. Moreover,
figure 5 depicts the close match between theory and simulation
for the area distribution of those 4 areas.

V. SIMULATION RESULTS
A. Simulation methodology

All our simulations and evaluations in this paper are based
on a real data set consisting of GPS traces of taxis in Beijing.
The data trace contains 272253 GPS points spanning from
39.7082°N to 40.0963°N in latitude, and from 116.2010°
to 116.5983°. We extracted critical input parameters for the
model (transition probabilty matrix, service) from the data set
coordinates of 453 taxis in the high level traffic period from
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Fig. 5: Area Distribution in theory and simulation in the illustrative example

09:00 am till 07:00 pm recorded approximately every minute
in Beijing. The input information is used to convert the model
into a Jump Markov Process based on equations 5 and 7 as
the input parameters for our simulation.

The number of areas N takes value of 4, 9, 16, 25, 36,
49, 64 areas in the simulations. The number of cars M takes
values of 200, 300, 400 and 453; we choose random subsets
of the total data set for the smaller numbers of cars.

Area Partitioning Schemes: First, we mark 500 major
intersections in the bounded area. The whole bounded region is
divided into NV areas, each area containing many base stations
in multiple major intersections in the same neighborhood
cooperating with each others. In the following simulations, we
conduct experiments based on 4 different ways of choosing the
areas (illustrated in figure 6):

e Grid placement Scheme

e Random Voronoi Scheme: with random choice of inter-
sections from the list [7]

o Density-based Voronoi Scheme: with the choices of in-
tersections in the most busiest areas

o K-means Scheme [11]

For the grid placement scheme, the whole region is divided
into a grid of cells with equal edge length. For the next
two schemes, given coordinates of the /N major intersections,
Voronoi partition helps to decide the specific area (Voronoi
cell) for each vehicles in the real data trace at specific time.
The only difference is that the major intersection is chosen
randomly in the random Voronoi scheme but based on densities

TABLE I: Mean total propagation time (N=5)

M Model sim. time || Model cal. time || Empirical time
200 cars 548 555 447
300 cars 341 348 302
400 cars 265 261 254
453 cars 229 227 198

of vehicles in the latter scheme. For the last scheme, only NV is
specified. The standard K-means algorithm is used to partition
the whole region into IV clusters. For a general framework, K-
means algorithm can be used as an approach because only N
is required.

B. Simulation results

Table I compares the mean total propagation time obtained
from the model via exact numerical calculations, via model-
based simulation (both using fitted parameters from the Beijing
data set) with the total propagation time obtained from directly
simulating the process on the empirical real data traces. As
expected, the model-based calculations and simulations match
exactly (providing a further verification of correctness of the
analysis). The empirically obtained total propagation times are
found to be within 3 to 20% of the model-predictions in all
cases.

Figures 7 shows the comparison results among 4 schemes
with varying number of divided areas. We can see clearly
that following the density-based Voronoi placement scheme
obtains the best performance. The total propagation time
for utilizing this scheme is the least among all of the 4
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Fig. 6: Illustration of various area partitioning schemes

presented schemes. Grid placement is much worse compared
to all other 3 schemes in which flooding time for a given
information piece to reach all of the nodes in the network is
much longer on all cases of number of areas due to the fact
that intersections in the Beijing area do not match the strict
architecture of grid placement, and the vehicle densities area
also vary significantly through the grid cells. Moreover, it’s
also harder to predict the performance of this scheme. The
other 2 schemes have the average performance, even though
the random-based Voronoi placement seems to have a better
performance in some cases.

There is a common trend for all schemes, as anticipated:
the less the number of areas, the less the total propagation
time needed to spread the information throughout the network.
As mentioned before, in practice the number of areas will be
determined by extrinsic factors such as the cost of deploying
and connecting the infrastructure nodes in the V2I network.

Figures 8 shows the comparison results among 4 schemes
with varying number of cars selected from the data set. The
more number of cars, the less time required to flood the
information piece through the network. The reason is easy

to see: the more connectivity among vehicles in the network,
the easier it is for one of the cars to move from one area to
another to transfer the message.

VI. CONCLUSIONS

The deployment of infrastructure in the form of road-side
units has the potential to dramatically improve the delay
of information broadcast in sparse vehicular networks. We
have considered in this paper an area-based dissemination
model which utilizes both V2I and V2V communications.
Infrastructure nodes in the city are assumed to be organized
into autonomous “areas” (sub-networks), such that information
propagation to infrastructure nodes and vehicles within each
area is fast and persistent, while vehicles store and forward
information between areas.

We have presented a tractable Markovian model for area-
based information dissemination, and shown that it offers
a reasonable approximation to empirical data from a real-
world taxi trace. We have used this model to investigate
how the placement and shape of areas affects propagation,
showing that a density-based Voronoi design yields the best
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performance. Further, as expected, the information propagation
time is shown to decrease as the number of cars is increased,
and as the total number of areas is decreased.

In future work, we plan to dig deeper into the design of the
sub-networks within each area, and undertake a more careful
accounting of their communication and set-up costs that yields
insight into the choice of the optimal number of areas if the
proposed approach of areas-based organization of road-side
infrastructure were to be followed.
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