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ABSTRACT
Many applications in Wireless Sensor Networks (WSNs) require

collecting massive data in a coordinated approach. To that end, a

many-to-one (convergecast) communication pattern is used in tree-

based WSNs. However, traffic near the sink node usually becomes

the network bottleneck. In this work, we propose an extension to

the 802.15.4 standard for enabling wider bandwidth channels. Then,

we measure the speed of data collection in a tree-based WSN, with

radios operating in these wider bandwidth channels. Finally, we

propose and implement Funneling Wider Bandwidth (FWB), an

algorithm that minimizes schedule length in networks. We prove

that the algorithm is optimal in regard to the number of time slots.

In our simulations and experiments, we show that FWB achieves

a higher average throughput and a smaller number of time slots.

This new approach could be adapted for other relevant emerging

standards, such as WirelessHART, ISA 100.11a and IEEE 802.15.4e

TSCH.
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1 INTRODUCTION
Wireless Sensor Networks (WSNs) are composed of many sensor

nodes capable of sensing, computing, and communicating [15].
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These networks have a wide range of applications, including en-

vironmental and industrial monitoring, agriculture, health and

surveillance.

One of the most common communication paradigms of sensor

networks is collecting massive data in a coordinated (many-to-one)

approach. In this paradigm, a convergecast is implemented for data

collection from a set of sensors. Data travels through a tree-based

routing topology toward a common sink.

Reliable data transport is important in WSNs. For instance, a

wireless sensor network in a nuclear power plant might be used

to detect radiation levels. It is essential that all nodes relay the en-

tirety of data in a reliable manner, from the sensor nodes to the base

station [8, 10]. In addition, there are manyWSN applications that re-

quire transfers of large amounts of sensed data. Applications of this

type include volcano monitoring [21, 22]; surveillance applications,

which involve acoustic data and images; and real-time monitoring

systems, which allow for the collection of images captured by the

sensor node.

Bandwidth in WSNs is limited. The unlicensed 2.4-GHz ISM

band is used by a variety of devices, standards and applications.

The IEEE 802.15.4 standard defines physical (PHY) layers in the

unlicensed 2.4-GHz band. A total of 16 channels are available in

this band, numbered 11 to 26, each with a bandwidth of 2 MHz and

a channel separation of 5 MHz. Thus, IEEE 802.15.4 platforms, such

as MICAz and Telos [12], have radios operating on the maximum

theoretical bandwidth of 250 Kbps [19], given the 2 MHz bandwidth

constraint.

One of the main issues in wireless communication is interference,

which causes packet loss and poses a challenge for fast data collec-

tion in a wireless sensor network. Protocols, such as Time Division

Multiple Access (TDMA), address such issues by eliminating colli-

sions and retransmissions and providing guarantees on completion

times. One of the main strategies for fast data collection in these

protocols is to maximize the number of concurrent transmissions,

resulting in both a greater reuse of time slots and high collection

rates, thus ultimately decreasing schedule lengths.

In [6], heuristics are proposed to minimize schedule length. The

authors prove that if interference is eliminated, scheduling becomes

optimal. However, they use links of a single bandwidth as a model,

i.e., links of a bandwidth that is constant to all nodes.

The main contributions of this work are the following. First, we

propose an extension to the 802.15.4 standard in order to enable

wider bandwidth channels. Second, we propose Funneling Wider

Bandwidth (FWB), an algorithm that minimizes schedule length
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in networks with radios that operate on these wider bandwidths.

Third, we prove that FWB is optimal for the number of time slots.

Finally, we present simulation results that confirm the decrease in

the total number of time slots.

This paper is organized as follows. In Section 2, we describe

the theoretical background. In Section 3, we present the proposed

extension. In Section 4, we model the problem. In Section 5, we

discuss TDMA scheduling on convergecasts. In Section 6, we detail

the protocol. In Section 7, we provide a complexity analysis of the

message overhead and prove that the algorithm is optimal. In Sec-

tion 8, we show results of simulations and experiments performed

with the implemented algorithm. In Section 9, we summarize and

compare the related work. Finally, in Section 10, we present our

final thoughts and conclusions.

2 THEORETICAL BACKGROUND
Shannon [16] showed that the system capacity C of a channel

perturbed by additive white Gaussian noise is determined by a

function of the average received signal power S , the average noise
power N , and the bandwidthW . The capacity relationship is given

by the equation C =Wloд2(1 +
S

N
). From this equation, in order

to increase capacity C , the system needs to increase the average

received signal power S or bandwidthW . The option of increasing

S usually requires an increase in the output transmission power

P [5]. However, it is not always possible to increase P , because of
its limit on maximum output. Furthermore, an increase in P means

an increase in both energy consumption and interference to other

nodes.

Another option is to increase the bandwidth,W . When doubling

the bandwidth, the throughput also doubles, making it possible to

increase throughput and decrease schedule length.

3 PROPOSED EXTENSION
Figure 1 shows our proposed extension to the 802.15.4 standard.

The x-axis represents the frequency spectrum. The y-axis shows

the bandwidth. Each box indicates a channel. The 2 MHz line is the

current IEEE 802.15.4 standard.

Figure 1: Extension standard with bandwidth channels of 2,
4, 8 and 16 MHz.

Figure 2: Extension standard with wider bandwidth chan-
nels.

With this extension, it is possible to mitigate problems generated

by the funneling effect [20], in which traffic near the sink node

becomes the network bottleneck, as illustrated in Figure 2. By as-

signing a wider bandwidth to the nodes near the funnel, throughput

can be increased and, as a consequence, the bottleneck is mitigated.

In addition, the extension allows these wider bandwidth links to

continue functioning normally with the 2 MHz bandwidth links.

The bandwidth of the WSN nodes is determined on basis of the

number of descendants of the node, which is calculated by Algo-

rithm 1.

Wider bandwidth channels have the disadvantage of being more

susceptible to interference, since a wider bandwidth has a larger

range of the frequency spectrum. Thus, it is important to allocate

the bandwidth in consideration of interference. Moreover, with

wider bandwidths, as the number of available “orthogonal” (non-

overlapping) channels decreases, the problem of mutual interfer-

ence becomes more significant. Thus, wider bandwidth channels

should be used wisely. Since IEEE 802.15.4 is a technical standard for

personal area networks, there might be cases in which bandwidth

is locally available.

In the next section, we describe the protocol model and, further,

provide an algorithm (Algorithm 1) for allocating the bandwidth of

each node.

4 MODELING
We model the WSN as the graph G = (V ,E), which consists of a

set of sensor nodes, V, that periodically generates data, and a set

of edges, E, which represents the wireless links. Links are assumed

to be bidirectional. Each edge e = (u,v) consists of nodes u and

v. If e ∈ E(G), then it is said that u is adjacent to v. The vertices
of G are denoted by V(G) and the edges by E(G). The node s ∈ V
denotes the sink node. All nodes u ∈ V, with the exception of s,
are sources. These nodes generate and transmit packets through



a routing tree to sink node s. This graph forms a tree on G. The
spanning tree on G rooted at s is denoted by T = (V, ET ), where ET
∈ E represents the tree edges. A simple model is assumed, in which

interference is avoided by using different transmission channels

in the links. The network structure is homogeneous. Thus, every

sensor node has a half-duplex transceiver that can be configured to

operate with a wider channel bandwidth. The network connectivity

is static over time, and the wireless link is symmetric. We consider

a TDMA protocol where the scheduling frame time is divided into

slots. The duration of a time slot allows transmitting exactly one

data packet plus a guard interval in order to avoid collisions by

synchronization errors. For reasons of simplicity, we use the graph-

based protocol model. In this protocol model, the interference range

and the transmission range of a node are assumed to be equal. Thus,

two links cannot be scheduled simultaneously if the receiver of at

least one link is within the range of the transmitter of the other

link.

We study raw-data convergecast in the context of periodic data

collection, where each node has only one packet to send and the

size of each packet is constant. In the same way as [6], we aim to

schedule the edges ET of T by using a minimum number of time

slots. However, we also use a variable bandwidth while respecting

the following constraint:

Adjacency constraint. Two edges (i, j) ∈ ET and (k, l) ∈ ET
cannot be assigned to the same time slot if they are adjacent to

each other. That is, if {i, j} ∩ {k, l} , ϕ, they are adjacent. This

constraint is necessary because the transceiver on each node is half

duplex. This prevents it from performing simultaneous reception

and transmission.

5 TDMA SCHEDULING OF CONVERGECASTS
The problem of minimizing scheduling length for raw-data con-

vergecasts, taking into consideration the interference graph, is

proven to be NP-complete by reduction from the known hard prob-

lem Partition Problem [2]. The optimum lower bounded max(2nk -

1 , N) is achieved by the algorithm in [17]. However, this optimum

is for radios with fixed bandwidth. What would happen if we were

to double the bandwidth of a few topology links? The improvement

achieved is shown in Figure 3. The schedule length achieved is 4,

as the links on the top use twice as much bandwidth, making fewer

slots necessary. The packets sent by each slot are shown in the

table of Figure 4. Given that we consider data collection to be peri-

odic in raw-data convergecasts, each e ∈ E(G) is scheduled within

each frame only once, and the defined scheduling is repeated in

the following frames. Thus, a pipeline is established after a certain

frame, and then the sink continues to receive packets from all the

source nodes with wider links transmitting more packets per slot.

The links between node 1 to sink and node 4 to sink have twice

the bandwidth, allowing them to send two packets in a given slot.

Starting from frame 2, the sink receives 2 packets in slots 2 and 4,

as it has a wider bandwidth. In the same manner, in slot 2, the sink

receives 2 packets that were in the buffer of node 1, one at a time.

The same occurs for slot 4.

On the other hand, when the bandwidth is three times wider,

the number of slots needed is reduced even further, as shown in

Figure 5. The packets sent by each slot are shown in the table of

Figure 3: Raw-data convergecast using the proposed algo-
rithm. All of the interfering links are removed in links with
dual bandwidth. The numbers on the edges indicate the time
slot for each transmission. Schedule length: 4.

Figure 4: Packets sent in each slot for links with the wider
bandwidth of 4 MHz.

Figure 6. Starting from frame 2, the sink receives 3 packets in slots

1 and 2, as it has a wider bandwidth. Thus, in slot 1, it receives 3

packets that were in the buffer of node 1, one at a time. The same

occurs for slot 2.

Figure 5: Raw-data convergecast using the proposed algo-
rithm. All of the interfering links are removed in links with
triple bandwidth. The numbers on the edges indicate the
time slot for each transmission. Schedule length: 3.



Figure 6: Packets sent in each slot for links with the wider
bandwidth of 8 MHz.

In the topology of Figure 5, however, a wider bandwidth would

not bring any gain, making it wasteful. The gain that incurs from

increasing the bandwidth is limited by the number of descendants

of each node.

6 DESIGN OVERVIEW
The purpose of the algorithm is to enable fast data collection by

taking advantage of the bandwidths of the variable links. In order

to do this, links with many descendants, which constitute the bot-

tleneck of the network, are configured with a wider bandwidth.

Thus, non-leaf nodes have a higher allocated bandwidth. The links

of the leaves have already been assigned the 2 MHz band. As a

consequence, the algorithm calculates the number of descendants

of each node before assigning slots in the scheduling. Based on the

number of descendants, a wider bandwidth is assigned to the nodes.

For instance, in a tree of degree 3, if a node has 3 descendants with

only one bandwidth, the node has to allocate 3 time slots to send

data from each of their children plus one more for its own data.

However, since they are the bottleneck in the network, increasing

the bandwidth in three of their links increases channel capacity,

which in turn decreases the required number of time slots, as shown

in Figure 7. The packets sent by each slot are shown in the table of

Figure 8.

The calculation of the number of descendants is done as follows

(Algorithm 1). After receiving a request from the sink node, nodes

forward the request in broadcast mode. When this message reaches

the leaf nodes, they send a reply message to the parents. Then,

the parents update a field (count) which determines the number of

descendants from this link, and the total number of descendants

from the number of reply messages. After that, they send a mes-

sage to their parent that contains the total number of descendants.

Based on the received messages, the parent node calculates the total

number of descendants and sends it to its parent. This operation is

performed until messages reach the sink node. Now, nodes know

the number of descendants they have for each link.

If a node already has x descendants, then it needs x+1 bandwidth
(for its message) in order to save on the number of slots. Also, if

a node has x descendants, then it would be a waste of bandwidth

to allocate y bandwidth with y > x + 1. Algorithm 2 uses this for

optimal slot allocation.

Algorithm 2 performs the scheduling. In each iteration, start-

ing from a random node, an edge e is chosen in the Breadth First

Search (BFS) order. In order to do this, a chosen node is assigned

ALGORITHM 1: Calculation of number of descendants

1: −→ Init
2: count [children] = 0;

3: descendants = 0;

4: t ime = 0;

5: maxT ime = threshold ;
6: send message to parent;

7: −→ timer expired
8: time ∗ = 2;

9: if (time > maxTime) then
10: stop;

11: −→ Receive message
12: if (count[child] changed) then
13: update(count[child]);

14: descendants =

∑
count[child];

15: send message to parent;

16: reset time;

Figure 7: Raw-data convergecast in a tree with 12 source
nodes using the proposed algorithm. All the interfering
links are removed in triple bandwidth links. The numbers
on the edges indicate the time slot for each transmission.
Schedule length: 3.

Figure 8: Packets sent in each slot for links with the wider
bandwidth of 8 MHz in a tree with 12 source nodes.

a bandwidth based on its number of descendants. Then, the node

is assigned nTS time slots that are distinct from all its adjacent

edges. For instance, in Figure 3, node 4 has 2 descendants, making

its workload 3. The available bandwidths for these examples are

2 MHz and 4 MHZ. As the workload of node 4 is larger than the

capacity, it is assigned to the maximum bandwidth. The nTS is

calculated based on the number of descendants of the edge e on the

tree and on the factor. The calculation of the factor is based on the

gain of the channel capacity. In this instance, factor is 2 and nTS is



ALGORITHM 2: FWB

Input: T = (V , Et )
Output: Scheduling and allocated bandwidth to e ∈ Et
1: while Et , ϕ
2: workload = numberOf Descendants(node) + 1;
3: capacity =maxBandwidth/minBandwidth;
4: if (workload ≥ capacity) then
5: allocated_bandwidth =maxBandwidth;
6: else
7: allocated_bandwidth = minimum bandwidth available in link

8: greater than or equal workload ;
9:

10: f actor =
allocated_bandwidth
or iдinal_bandwidth

;

11:

12: nTS = ceil(workload (node)
f actor

);
13:

14: for i = 1 : nTS
15: Is assigned minimum time slot t to edge e respecting adjacency
16: constraint;

17: Et ← Et \e ;
18: end while

2. Time slots 1 and 2 are already being used by the adjacent links,

so node 4 will transmit to the Source (S) node in time slots 3 and 4.

7 COMPLEXITY ANALYSIS
For complexity analysis, a synchronous communication model will

be considered, in which message transmission is done point-to-

point. All nodes start to execute the algorithm synchronously, with

time divided into slots. Thus, when a message is sent from node u
to its neighbor v at time slot t , it must arrive at v before time slot

t + 1.
Wewill proceed as follows. First, we enunciate and prove that the

algorithm is optimal in regard to the number of time slots. Then, we

provide a complexity analysis of the message overhead, by looking

into the message and time complexity of Algorithm 1. Finally, we

analyze Algorithm 2, which is used for the assignment of wider

bandwidth to the nodes near the funnel, thus minimizing schedule

length.

Theorem 7.1. Algorithm 2 is optimal in regard to the number of
time slots.

Proof. Suppose that Alg. 2 is not optimal and that there is an

algorithm AlдOPT of assignment of time slots with smaller nTS .
Given that nTS = ceilinд((workload(node))/f actor ) and the work-

load is constant, factorAlдOPT must be greater than factorAlд . 2 in
order to produce a lower nTS. The factor is directly proportional to
bandwidthAllocated . Therefore, allocatedbandwidthAlдOPT must

be greater than allocatedbandwidthAlд . 2. However,
allocatedbandwidthAlд . 2 is already the largest bandwidth. There-

fore, it is not possible for allocatedbandwidthAlдOPT to be greater

than allocatedbandwidthAlд . 2. □

Theorem 7.2. Algorithm 1 has a complexity of number of mes-
sages of O(|V |) and a time complexity of O(depth(tree)). This com-
plexity is asymptotically optimal in regard to the message and the
time.

Proof. Note that the algorithm requires a tree topology to have

been built by the network before time slot allocation starts, i.e.,

every node must know its parent in the tree and its number of

descendants. Every node begins by sending a message to its parent.

After receiving a message from its children, every node must now

send a message to its parent, which needs Ω(|V |) messages. In addi-

tion, any message sent by a leaf node in the tree must reach the root,

at distance ≤ depth(tree), which needs Ω(depth(tree)) time slots.

Thus, message and time complexity is O(|V |) and O(depth(tree)),

respectively. □

Theorem 7.3. Algorithm 2 requires Ω(depth(tree)) time slots and
has a time complexity of O((|E | + |V |)2).

Proof. BFS has a time complexity of O(|V | + |E |). In each itera-

tion of Algorithm 2 (lines 2-13), an edge is chosen e in Breadth First

Search (BFS) order, starting from a random node. A bandwidth is

assigned to this chosen node based on its number of descendants.

Then, after the allocation, there is a broadcast procedure, whereby

a message (which includes time slot allocation information) must

be sent to every node by the respective parent, which needs Ω(|V |)
messages. Furthermore, the message sent by the root must reach

every node at depth(tree) hops away, which needs Ω(depth(tree))
time slots. □

8 RESULTS
8.1 Simulations
We performed simulations with binary trees (balanced and unbal-

anced) and random trees. For the first experiment, n full complete

binary trees were created. For the second experiment, n unbalanced

binary trees were created. Finally, in the random topology, n nodes

were distributed uniformly at random on a plane field of dimension

1000 x 1000.

For each n, we generated 35 instances in order to perform the

experiments. To the best of our knowledge, there is no related work

that uses wider bandwidth to collect data. Having that in mind, we

provide a baseline for comparison. We compared our results with

a baseline of 2 MHz, i. e., when a single bandwidth is used in the

network, which is the current state-of-the-art.

Figure 9 shows results for the balanced trees. When the links

between all nodes, with the exception of the leaves, are twice as

wide, the number of slots needed is reduced by half plus one. On

the other hand, when the bandwidth available is twice and three

times wider, the number of slots needed is reduced by three plus one.

Lastly, when the bandwidth is twice, three and four times wider, the

number of slots needed is reduced by four plus one. Bandwidth is

allocated according to the number of descendants. Figure 10 shows

results for unbalanced trees. Results were similar to the previous

experiment. A wider bandwidth was found to reduce the number

of time slots.

Figure 11 shows the results of experiments performed for in-

stances of randomly generated trees with a confidence interval.

The results show that the wider the bandwidth, the smaller the

number of slots required. As seen in this result, an increase in the

number of nodes does not necessarily imply an increase in the

number of time slots. As discussed in [6], the rate of data collection

is quite limited by the topology of the routing tree.



Figure 9: Balanced binary tree

Figure 10: Unbalanced binary tree

8.2 Experiments
We performed our experiments on the FUTEBOL

1
testbed, located

at UFMG (Federal University of Minas Gerais), using TinyOS for

performance analysis. TinyOS is a lightweight operating system

designed for low power wireless sensors. Its design focuses on

low power consumption operations [9]. The experiments were

performed on the topology shown in Figure 12. We performed 33

experiments for each setting.

TelosB nodes only have a fixed bandwidth. Thus, in order to

show the gain provided by the FWB algorithm in this topology, we

emulated wider bandwidths: node 0 was emulated to have 4 radios,

each operating at a different frequency, so as to make synchronous

transmissions possible. This is comparable to assigning a bandwidth

4 times greater to node 0. Thus, we arranged 4 nodes together in

1
http://futebol.dcc.ufmg.br/

Figure 11: Random tree

order to emulate node 0, while arranging 2 nodes together in order

to emulate nodes 1 and 2.

The number of necessary slots is therefore reduced to the topol-

ogy shown in 13. The schedule length achieved is 2, since nodes

3 and 4 can send the same time slot to node 1, as they are able to

send to different radios.

Figure 12: Topology used in experiments with TelosB nodes.
Schedule length: 5.

Figure 14 compares the number of packets received per second

through the sink node in the topologies of Figure 12, which has a

single bandwidth, and Figure 13, which emulates links with wider

bandwidth. In the latter, throughput to the nodes is greater, as can

be seen in the figure. This is due to a smaller schedule length, which

results in more packets being transmitted in a given time interval.

However, throughput is not four times higher, as expected. This is

http://futebol.dcc.ufmg.br/


Figure 13: Topology used in experiments emulating wider
bandwidth with TelosB nodes. Schedule length: 2.

due to the guard interval setting, which was not sufficiently tuned

to prevent simultaneous transmissions and receptions, causing a

great deal of losses and, consequently, a lower throughput.

Figure 14: Number of packets per second received by sink
nodes in the topologies of Figure 12 and Figure 13.

9 RELATEDWORK
Many protocols have been proposed in the literature to improve

throughput. CodeDrip [14] uses Network Coding to improve data

dissemination but does not propose channel allocation. FlushMF [18]

uses multiple frequencies to improve network throughput without

taking wider bandwidth into consideration. PIP [13] and P3 [3]

are transport protocols that use multiple channels. These proto-

cols use a TDMA schema for synchronizing transmissions over the

pipeline. In P3, the authors discuss the use of multiple frequencies

and multiple paths to increase end-to-end throughput. The com-

bination of these two techniques allows the maximum flow rate

in an ideal model (without interference) to be 100% of the channel

capacity. To this end, the package pipeline and multiple paths are

used. The packet pipeline technique in end-to-end transmissions

allows the maximum amount of intermediate transmitters between

the source and the destination node for the transmission of packets

simultaneously, so as to not interfere with one another and cause

packet loss. Through the use of multiple paths, the source node can

transmit packets at all times, each by a given channel in a given

path. Conversely, the destination node can receive packets at all

times, thus allowing the maximum theoretical flow to be 100% with

the full pipeline.

In [1], a hybrid CSMA/TDMA MAC protocol is implemented.

In order to mitigate the funneling effect, pure CSMA/CA operates

network-wide, whereas TDMA scheduling is used in the intensity

region of the event funnel, with the result of improving throughput.

Therefore, minimizing schedule length is required to increase

the throughput. Many protocols focused on TDMA schedules have

been proposed, such as [4] and [6]. In [4], the authors propose a

distributed convergecast scheduling algorithm (DCSA) that requires

at most 3N time slots, where N represents the number of nodes

in the network. They prove that the lower bound on the number

of time slots required to complete convergecast in a line topology

is 3N − 3. They further prove that if N represents the number of

nodes in the network and nk represents the maximum number of

nodes in a branch, then the lower bound on the number of time

slots required for convergecast scheduling in multi-line networks

is given bymax(3nk − 3,N ). Moreover, the number of time slots

required by tree topologies is given bymax(3nk − 1,N ).
In [7], the authors propose a channel assignment method called

RBCA, where they statically assign the channels to the receivers. In

this manner, they are able to remove many interfering links, which

results in a smaller schedule length.

In [6], a convergecast scheduling algorithm named JFTSS is pro-

posed, where channel scheduling is coupled with time slot schedul-

ing. JFTSS offers a greedy joint solution for constructing a maximal

schedule, so that a schedule is said to be maximal if it meets the

adjacency and interfering constraints, and no more links can be

scheduled for concurrent transmissions in any time slot and channel

without violating these constraints. Moreover, the authors prove

that if all the interfering links are eliminated, the schedule length

for one-shot raw-data convergecast is lower bounded by max(2nk -

1 , N). One-shot data collection refers to the collection of data gen-

erated by some asynchronous event, in which data is transmitted

individually to the sink. Further, the authors propose an algorithm

(LOCAL-TIMESLOTASSIGNMENT) for the assignment of these

time slots and prove that when the interfering links are eliminated,

the schedule length achieved by this algorithm is max(2nk - 1 , N).

In [23], the authors study the convergecast scheduling tree

with multiple channels (TCMC) problem. They derive an integer

programming-based optimal solution to the min length and buffer

size scheduling, as well as the min length and channel number

scheduling. Moreover, they propose and implement 4 heuristics

(4H) for optimal configuration of the number of channels and the

topology of the routing tree of a WSN.

In [11], a minimal delay scheduling (MDS) problem is described

for finding a tree in a graph and an interference-free slot and chan-

nel assignment, so that the convergecast latency is minimized. They



prove that the problem is NP-complete and propose a heuristic al-

gorithm (HA) for solving it, which contains three phases. The tree

formation phase connects nodes by the shortest path tree with con-

strained degrees. The slot assignment phase assigns slots to links to

achieve optimal latency (regardless of interferences). The channel

assignment phase assigns frequency channels to nodes in order to

eliminate interferences between links. Simulation and implementa-

tion results show that the protocol reduces the convergecast latency

in WSNs with multiple channels.

Table 1 is a summary of the scheduling protocols proposed in

the literature.

Table 1: Summary of related protocols

Protocol Centralized Topology Wider
Bandwidth

DCSA [4] ✗ Line ✗

BFS-TIMESLOT

ASSIGNMENT [6]

✓ Tree ✗

LOCAL-TIMESLOT

ASSIGNMENT [6]

✓ Tree ✗

RBCA [6] ✓ Tree ✗

JFTSS [6] ✓ Tree ✗

4H [11] ✓ Tree ✗

HA [23] ✓ Tree ✗

FWB ✓ Tree ✓

10 CONCLUSIONS
In this paper, we have presented an optimal algorithm for the num-

ber of time slots to minimize the schedule length by considering a

802.15.4 extension, which enables channels with wider bandwidth.

The main idea is that enabling a wider bandwidth makes the trans-

mission of more data in a given slot possible. Thus, schedule length

is minimized and network throughput is increased. Our results have

shown a decrease in the number of necessary time slots for collect-

ing data from each node. Our contribution for a wider bandwidth

could be adapted and used with other relevant wireless emerging

standards, such as IEEE 802.15.4e TSCH and WirelessHART.

For future work, we plan to implement the protocol with the use

of an Universal Software Radio Peripheral (USRP).
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