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Abstract

The recent advancement in semiconductor technologies brings more and more smart devices

everywhere around us. Many emerging networks of such devices are envisioned to bring forward

the era when we can gather information from everywhere, process them in real-time to make

better decision on our activities, and tap into the necessary information from anywhere, whether

at a standstill or moving around. In this dissertation, we consider two such promising networks

— Wireless Sensor Networks (WSN) and Vehicular Networks — tosee how they can effectively

share the information they produce and consume.

First, we investigate how to search efficiently for the interesting information generated by mon-

itoring the physical world through WSNs and look into the implication of our findings. We

derive mathematical models for communication costs in information sharing (through search and

replication) and optimize the energy-wise communication costs when the WSN operates as a dis-

tributed database system. The optimization results are then used to reveal the scaling laws of the

network in terms of energy requirements.

As a second study we investigate how to effectively disseminate over a vehicular network the in-

formation (e.g. multimedia files) that a group of people wantto consume while they are moving

xi



around in the vehicles. We consider a hybrid network of vehicles in which vehicles are equipped

with two kinds of radios: a high-cost low-bandwidth, long-range cellular radio, and a free high-

bandwidth short-range radio. We formulate an optimizationproblem to maximize content dis-

semination from central servers to vehicles within a predetermined deadline while minimizing

the cost associated with communicating over the cellular connection. We mathematically ana-

lyze the dissemination process and derive a closed-form optimal solution. We also develop a

polynomial-time algorithm to obtain the optimal discrete solution better suited for practice and

verify our results using real GPS traces of taxis.

xii



Chapter 1

Introduction

It has been of great interest for people to obtain, share, andconsume useful information efficiently

and effectively. Thanks to the recent advancement in semiconductor technologies, we have a

plethora of smart devices everywhere around us. In developed countries, people are starting

to have multiple computers including portable laptop computers and mobile handheld devices.

It is no longer in the realm of dreams or science fiction that wecan gather information from

everywhere, process them in real-time to make better decision on our activities, and tap into the

necessary information from everywhere, whether at a standstill or moving around.

There are two emerging networks of devices that may bring forward the realization of this vision;

one is the wireless sensor network (WSN) and the other is the vehicular network. The wireless

sensor network is a new paradigm of collecting information from environments and monitoring

the physical world, and the vehicular network is a new domaintoward the world of ubiquitous

connectivity to virtual information.
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In this dissertation we consider mainly two problem domainsin these two types of emerging

networks. First, we investigate how to search efficiently for interesting information generated by

monitoring the physical world and look into the implicationof our findings. We optimize the

communication search cost in WSN and derive the scaling lawsof the network in terms of energy

requirements. Second, we investigate how to effectively disseminate over the vehicular network

the information that a group of people want to consume while they are moving around in the

vehicles.

In this chapter, we introduce wireless sensor networks and vehicular networks, and their relevant

preliminaries for this dissertation. Thereafter, we present the summary of our contributions and

the organization of this dissertation.

1.1 Wireless Sensor Networks

Recently, semiconductor technology has been greatly developed so that devices of tiny form

factor can be equipped with general processors, multiple sensors, wireless communication capa-

bilities, and other features that previous sensors could not afford to have with such small form

factor. Because of their small footprint and inexpensive cost, it has been envisioned to deploy

a large number of such devices to gather, process, and deliver fine-grained information on the

interested environments. The network of these sensing devices is referred to as Wireless Sensor

Network (WSN) [8], and it has been under extensive study in recent years.
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A sensor device in the wireless sensor network typically hasmultiple sensors for monitoring

surroundings like temperature, humidity, pressure, acoustic, light, and vibration; a low-power

embedded microprocessor for processing local sensing dataand performing advanced computa-

tions like data compression and aggregation; and low data-rate low-power wireless transceivers

for cooperating with other nodes and delivering the data. Insome cases, it may have actuators

such as speakers, buzzers, and LEDs to notify users directly, or localization system like Global

Positioning System (GPS) for geotagging the captured data.The sensor device is powered by

small batteries with supply voltage as small as 3V because oftheir form factor and their intended

independence to the power grid so that WSN may be deployed forvarious environments.

For example, Tmote Sky is one of the popular devices in the WSNresearch community. It has

a 16-bit TI MSP430 F1611 RISC microcontroller which features low active and sleep current

consumption, a Chipcon CC2420 radio module for the IEEE 802.15.4 compliant wireless com-

munication with 250kbps data rates in the 2.4GHz frequency,an internal Inverted-F microstrip

omni-directional antenna that may reach up to 50 meters indoor, or 125 meters outdoor, and

several integrated sensors for temperature, humidity, andlight detection. Its storage consists of

10KB RAM and 40KB Flash memory.

Many applications of WSN consisting of such devices have been proposed, implemented, and

studied to examine the usability and potential of sensor networks and to find out challenges and

their solutions in various areas. The applications includeindustrial structure monitoring [69, 87,

96], habitat monitoring [57, 85, 112, 113, 116, 122, 136], environment monitoring [38, 54, 116,

124, 133], structure health monitoring [29, 67, 91, 111], remote surveillance [14, 55], personal

health monitoring [40, 86], and so forth.
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The wireless sensor networks are envisioned to be large scaled, composed of thousands, millions

of the aforementioned tiny form-factor devices. Such largescale is considered to obtain the fine

resolution monitoring to the extent that traditional sensing approaches would not imagine. How-

ever, this large scale and the form factor of each devices incur their own fundamental constraints

and challenges:

Limited energy: Each sensor device operates typically with small batterieswhich are not re-

plenishable except in some rare cases where the devices are powered by renewable energy such

as solar power through solar panels. Even using energy harvesting technologies, devices face

limited energy because of the natural fluctuation of the renewable energy and the small buffer

for each device. The energy constraints require WSN to be extensively energy-efficient. Sensors

are normally put into sleep mode most of time minimizing their duty cycle. Computation and

communication should be energy-aware and minimize unnecessary operations. Otherwise, the

lifetime of the network will be prohibitively short.

Limited computing power: The microcontroller in the device has limited computing power

due to their small form factor and limited energy supply. This implies that it is not realistic to

apply highly sophisticated techniques (for data compressions, aggregation, or classification) that

demand intensive computation. The protocols and algorithms should be designed to be simple

and effective for WSNs exploiting the collaboration of multiple devices, rather than relying on

(extensive) computation on a single node.
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Limited communication capability: The wireless transceiver in the sensor node is low-power

and low-data rate. The energy consumption of wireless communication is much larger (in orders

of magnitude) than that of computation. The energy cost is disproportionate with respect to

the communication ranger: r2 (short range) vs.r4 (long-range). In addition, due to dense

deployment of nodes for fine-resolution monitoring, it is needed to reuse the frequency spatially

avoiding the excessive packet collisions. Therefore, the communication range of each node is

typically short. The communication strategy of WSNs shouldbe carefully designed with these

constraints in mind.

Hostile environment: Many applications of WSN involve monitoring various environments

that tend to be highly dynamic, dangerous, or unfriendly to human intervention. In these envi-

ronments, it is not uncommon that nodes fail due to energy depletion, overheat, HW/SW crashes,

or natural loss. In addition to large number of sensor nodes,such hostile environments make

it almost impossible to give close attention to individual nodes, making unattended autonomous

operation a prime design goal of WSN.

Storage constraints: Each node has its own storage for program memory and data memory.

Although it is not as critical as other constraints thanks tothe advances in the semiconductor

technologies, the size and speed of memory are relatively limited. More critical problem than in-

dividual storage constraints is about the data loss incurred by node failure. Proper data replication

strategies have to be employed to prevent the complete loss of data.
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1.2 Storage Models and Query Types in WSNs

In operating a wireless sensor networks, there are several schemes to answer users requests for

sensed information. One popular way is that every node in thenetwork sends its sensed data

to one or a few sink nodes which are connected, potentially through another network such as

Internet, to more powerful machines with enough storage resources. With this scheme, every

users’ queries can be resolved in these nodes locally, and the queries take no energy in any node

in the WSN while processed. This scheme is called a External Storage scheme [42, 107]. Because

each of the sensed data has to be delivered to the external node, every message incurs the cost of

O(
√
n) whenn number of sensor nodes are deployed uniformly in a 2D area. Although external

queries cause no cost, the queries generated by internal sensor nodes experience the same cost of

O(
√
n) to reach the external storage.

Another way is to use what is called a Local Storage scheme. Inthis scheme, each node keeps

its sensed data, or what we call event information, in its local storage and the query should be

propagated through the network to the desired node of its answers. Although this scheme does not

incur any energy consumption for transferring its sensed data to some remote machine, the search

communication cost of queries can be substantial, especially when the network has no information

on which node having which data. Each of the external queriescauses the communication cost of

O(
√
n) when the location of the target local node is estimated with high accuracy. In the case of

no information on the location, it may cause the cost ofO(n) if it resorts to flooding for search.

Another problem is associated with node failures. When a sensor node stops working due to
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either failure or battery outage, the data stored in the nodeface the danger of their unrecoverable

lost.

Data-Centric Storage [42, 107] is the scheme where the sensed data is stored either locally or at

one or more remote locations within the network. Event information is obtained through queries

that are issued on an on-demand basis. With this scheme, the problem of unrecoverable data

lost in the local storage scheme can be greatly enhanced because the data no longer depends

on a single node’s reliability. The communication cost to store a copy of an event depends on

the path length from the detector to the chosen carrier for the copy. The cost of query depends

on many factors such as querying schemes, the number of copies of the interested events, the

spatial distribution of the event copies, etc. And the querying cost is one of the subjects of this

dissertation and investigated in Chapter 3.

We focus ondata-centric wireless sensor networksthat employ the data-centric storage scheme

because it is inherently more scalable that others especially when the network is large-scaled. It

is more scalable also when most of the sensed information is not essential, or there are multiple

sinks that may need different subsets of the sensed information at different times. Moreover,

the External Storage scheme has the hot-spot problem near and at the sink node, and the Local

Storage scheme has the same problem near and at the source node of each event. However, the

data-centric network can avoid these problems in some cases, and even can be operated success-

fully with an arbitrary number of nodes under some conditions.

In data-centric wireless sensor networks, queries can be classified in many ways, as follows:

7



Continuous queries vs. one-shot queries: Continuous queries request a long duration flow

of packets for their responses while one-shot queries request a few number of packets for the

response. The flow of response for continuous queries can be aback-to-back stream of packets

(e.g. multimedia data) or a series of periodic reports from agiven sensor to the querier.

Directed Diffusion proposed in [60, 61] is particularly useful with continuous queries because

queries can be used to create the gradient which a long sequence of responding packets can

efficiently follow to reach the querier. In order to save the energy expenditure, in-network com-

pression or muti-node fusion can be adopted for the systems of continuous queries.

Random walk [9, 79, 114] mechanisms can be used to resolve simple one-shot queries with negli-

gible overhead and minimal system complexity. Sadagopanet al.[102] have proposed ACQUIRE

mechanism to efficiently deal with the one-shot queries. In ACQUIRE, an active query is resolved

piece-by-piece from cached local information of each forwarder as it goes through the network.

Once the query has been fully resolved, the complete one-shot response is sent back directly to

the querier.

Queries vs. complex queries: While a simple query requests a response of a single attribute

type (e.g. temperature) from a single sensor node, a complexquery is associated with a combina-

tion of multiple simple sub-queries, or calls for aggregateinformation (e.g. average temperature)

across multiple nodes.

Historical queries vs. real-time queries: Historical queries are the queries for historical data

from the network, for example, “What was the maximum temperature over region A yesterday?”
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The corresponding data can be stored in the nodes in the interested region, or even other nodes

when the sensed data in the network is replicated over the network typically for the higher ro-

bustness and easier accessibility. Real-time queries request data from the current moment, which

usually makes it harder for the network to post-process themfor better functionality.

Because one of our goals in this dissertation is to derive thefundamental scaling laws of data-

centric WSNs, we focus on rather less overhead-incurring type of queries that is of the simple

historical one-shot queries. We investigate their communication costs in terms of energy expen-

diture, and the interaction between the communication costand the storage requirement in the

optimum regime of operation. Note that the energy and storage are among the precious resources

in WSNs, as we discussed in Section 1.1.

1.3 Vehicular Networks

In Chapter 6, we consider the problem of efficient dissemination of some delay-tolerant content to

a group of vehicles that share an interest in this content. The delay-tolerant contents can support a

variety of services, ranging from traditional traffic information and weather forecast to futuristic

mobile advertisement and music sharing. Such applications/services have been envisioned by

industry as a key driving force for future vehicular networks [12].

One straightforward way to build a network for vehicles is toequip them with cellular radio

transceivers to use the cellular data networks. The problemis, although they are widely deployed
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and becoming more spectrum-efficient with the ongoing transition to 4G systems, cellular in-

frastructure networks are feeling the strain of rapidly increasing data traffic due to new mobile

platforms and applications. It is widely predicted that thevolume of mobile data consumed by

users will grow exponentially in the next decade. For example, it has been estimated in [32] that

the global mobile data traffic will increase from 90,000 Terabytes per month in 2009 to 3,600,000

Terabytes per month in 2015, resulting in a dramatic increase of 39 times in 6 years; similarly,

AT&T reported that its wireless data usage jumped almost 5,000% from 2006 to 2009 [90]. At

the same time, it is also estimated that the growth of cellular infrastructures might fail to keep

up with the pace of mobile data growth [26]. The outcome of exponentially growing mobile data

significantly surpassing the limited supply of cellular data pipe is being vividly termed asMobile

Data Tsunami. As an early sign of mobile data tsunami, the recent event that newly introduced

smart phones overloaded cellular systems in major cities was well documented [90].

The practical bandwidth constraints in cellular systems are not only due to limited wireless spec-

trum but also because of limited capacity of backhaul; whileincreasing the cellular capacity

through additional spectrum or backhaul infrastructure ispossible, it will incur significant cap-

ital and operational expenditure, further increasing the cost of cellular access charged to cus-

tomers [97, 115].

One way to mitigate the dependence on the ever-crowded and expensive cellular bandwidth is

to employ peer-to-peer communication network among vehicles and use the two networks ju-

diciously. Due to recent development of the semiconductor technologies we can imagine near-

future vehicles that are equipped with two different types of wireless radios – a high-usage-cost
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low-bandwidth, long-range cellular radio, and a free high-bandwidth, short-range WiFi-like ra-

dio. Recent trends in the automotive industry point to an emerging age of hybrid communication

networks of vehicles consisting of cars equipped with both cellular radio devices as well as short

range inter-vehicular radios such as those based on IEEE 802.11p/WAVE (wireless access for

vehicular environments).

Therefore, we contend that, as the cellular bandwidth becomes increasingly crowded and more

expensive, hybrid protocols that synergistically combinedirect cellular access along with store-

carry-and-forward routing through peer-to-peer communication will be proved as a bandwidth-

efficient and cost-effective way for offloading the often congested cellular infrastructure.

1.3.1 Delay-Tolerant Networks for Sparse Vehicular Networks

The architecture and protocols of today’s Internet have been highly successful in broad classes of

networks. Those classes of networks share often implicit assumptions that are important to their

overall performance. Some of these key assumptions are thatan end-to-end path exists between

a data source and its peers, that the maximum round-trip timebetween any node pairs in the

network is not excessive, and that the end-to-end packet drop probability is small. The existing

TCP/IP-based schemes may operate poorly in the networks where some of the assumptions are

violated, particularly, for very long delay paths and frequent network partitions. As pointed out

by [37], challenged networksare under such conditions, and becoming important, and may not

be well served by the current end-to-end TCP/IP models. Suchchallenged networks include
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terrestrial mobile networks (e.g. vehicular networks), exotic media networks (e.g. interplanetary

Internet), military ad hoc networks, and vehicular networks as described in more detail below.

Terrestrial Mobile Networks: These networks have as important components mobile nodes

whose mobility can be closely controlled in some networks, or regarded as an uncontrollable

(unknown) parameter in other cases. While the former networks may be partitioned in a periodic

and predictable manner, the latter networks may become unexpectedly partitioned due to the node

mobility or change in signal strength (e.g. RF interference).

Exotic Media Networks: Interplanetary networks and near-earth satellite communication net-

works are good examples for this kind of networks. The network is characterized by high la-

tencies with predictable interruption or environment-induced outage, for example, from weather

changes.

Military Ad Hoc Networks: Hostile environments are among key features of these networks.

The networks can experience frequent disconnections because of mobility, environmental factors,

intentional jamming, or higher priority data traffic.

Vehicular Networks: Most nodes are moving with high speed in these networks. Thisresults

in a very short-lived communication link between a pair of nodes, which makes conventional

routings perform poorly whether they are proactive or reactive. Sparse vehicular networks [11]

are in an even worse situation. Due to low market penetrationof participating vehicles, each
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node (vehicle) in the communication graph will have very small number of neighboring nodes

(even less than one) most of time. This low density causes several partition in the communication

network besides the issue of the short-lived communicationlink.

These challenged wireless networks are characterized by combination of fragile network connec-

tivity, link error probability, unreliable node longevity, bandwidth limitation, or communication

path stability that are significantly worse than conventional networks common in the domain of

Internet. The fragile network connectivity incurs end-to-end disconnection that is often more

common than connection. This is due to high mobility, low duty-cycle system operations, or

sparseness of network.

In the challenged networks, the aforementioned issues are often manifested in the resulting effect

of very large and unpredictable delays for end-to-end communication. Among such networks,

we call the networks where messages can traverse from a node to another nodeover time, Delay-

Tolerant Networks(DTNs) in this dissertation. They are also known as disruption-tolerant net-

works, or intermittently connected networks particularlyfor the networks with mobile nodes, in

some literature. Particularly, we focus on wireless delay-tolerant networks with mobile nodes

because they correspond to vehicular networks that are of our main subjects.

Although full connectivity may not be obtained in the snapshot of DTN at any time, messages

can be delivered to the destination through a sequence of independent, local forwarding decisions

over time because it is assumed that the sequence of connectivity graphs over a time interval are

overlapped. This can be easily understood by a simple illustration. Suppose there are three nodes

A,B,C in a network. LinkAB is up at everyt = 3i, i ∈ I and down at other times. Likewise,
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link BC is up at everyt = 3i+2. In this network, it is obvious thatA cannot send any message to

C in a single time slot. However, it is possible to deliver a message fromA toC in 3 time slots:A

sends the message toB at t = 3i, thenB waits a time slot and send it toC at t = 3i+ 2. Hence,

the message is sent to a (relay) node, gets buffered for relatively long time, then sent to another

node when the link become up. This forwarding scheme is oftencalledstore-carry-and-forward.

Authors of [37] have presented one of the pioneering works that have identified characteristics and

challenges of DTN. They have also proposed a network architecture and application interface that

structured around optionally-reliable asynchronous message forwarding, explicitly considering

limited expectations of end-to-end connectivity and node resources.

In order to understand the hybrid networks of vehicles we first need to understand individual com-

munication networks separately. Although the cellular data networks have sophisticated internals

for radio signal handling, power management, etc., the packet communication in the MAC layer

and above can be abstracted and modeled relatively simply because it is nevertheless a point-to-

point communication between a mobile node and its associated base station.

Sparse vehicular networks, which are the one of main target networks in the dissertation, are one

of delay-tolerant networks when they are deployed at the first few years. It is because the den-

sity of inter-vehicular network-enabled vehicles will be very low in the early years of adoption.

From [11] the rate of populating vehicular network-enabledvehicles in US transportation system

is at most around 7% per year in the ideal case that all the new vehicles are network-enabled. This

14



implies that at least 15 years are needed to reach close to 100% market penetration of network-

enabled vehicles. At this point, vehicular networks becomemore like ad hoc networks rather than

delay-tolerant networks.

1.4 Contributions

1.4.1 Optimizing Querying in Data-Centric WSNs

In this study, we first derive closed-form expressions for the expected minimum search energy

cost and replication cost considering data-centric wireless sensor networks deployed in ad-

dimensional area. We use these cost expressions as basic tools when we investigate the optimum

data replication strategy, which again is employed to reachthe scaling laws. We focus on analyz-

ing the energy costs with respect to two key parameters — the size of the network and the number

of copies of the event information.

We then formulate an optimization problem whose aim is to select the optimal number of replicas

that minimizes the total communication cost of querying andstorage in terms of energy. We

focus on the case in which replicated event information is stored at multiple storage points in the

network in a randomized manner. Multiple replicas of an event can be either placed carefully

at predetermined locations or randomly. The former approach is exemplified by hash-based data

centric storage techniques introduced in Section 2.1.1 andcan be efficient since queries can be

sent directly to the storage location. However, randomizedstorage of replicated information is

justified in some scenarios when there is a high overhead for maintaining shared predetermined
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location information across the entire network (due to dynamics such as changes, movements and

failures of nodes in the network). Randomized storage can also provide for a more load-balanced

storage over time, and, in some cases, provide greater security by making it difficult to identify

and target nodes containing critical information.

With unstructured, randomized storage, however, the querying nodes must resort to some form

of blind search. We focus on expanding ring queries; their performance depends on the amount

of replicas (see Section 2.1.2 for more details). We also assume there can be limited storage at

each sensor node in some networks. In such scenarios, the optimization must explicitly consider

storage constraints. We therefore consider both constrained and unconstrained versions of this

optimization problem.

We use this optimization problem as a tool to identify the conditions, in terms of the numbers of

events and queries, under which query resolution can be performed in a scalable manner despite

constraints on energy and storage. It turns out, though, that the storage constraints are less re-

strictive than the energy constraints. We therefore first derive the scalable operating conditions

using an storage-unconstrained version of the optimization problem, and then use the constrained

version to investigate in more detail the behaviors of the network as its size grows.

We find that operating a network in a scalable fashion essentially requires that the traffic load

due to additional events and queries be outweighed by the improvement in energy and storage

resources obtained as the network size increases. Note thatthe scaling of event and query ac-

tivity with network size is application specific — e.g., in many applications there may be only

a constant number of queriers regardless of the network size, but the number of events detected
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grows linearly with the covered area; in other applications, the number of querying nodes may

increase in some fashion with the network size, while the events detected remain constant. Thus,

our results suggest that only certain types of applicationsare inherently scalable, while others are

not.

Another interesting finding is that networks deployed in higher dimensions are inherently more

scalable. Thus, 3D uniform deployments are inherently morescalable than 2D uniform deploy-

ments, which in turn are more scalable than 1D uniform deployments. Intuitively, this happens

because in higher dimensions the same number of nodes can be packed within a smaller diameter,

resulting in a lower average energy consumption per store/query operation.

1.4.2 Optimizing Information Dissemination in Vehicular Networks

In this study, as a first step towards understanding the potential benefits of using delay-tolerant

networks to offload the cellular networks, we scope our research interest only to highly mobile

vehicular networks. Particularly, we consider the problemof efficient dissemination of some

delay-tolerant content to a group of vehicles that share an interest in this content.

We assume that vehicles in the future could be equipped with two different types of wireless

radios – a high-usage-cost low-bandwidth, long-range cellular radio, and a free high-bandwidth,

short-range WiFi-like radio. In light of the fact that cellular radios in cars would allow only

for unicast communication, and therefore incur a significant unit per-vehicle charge for content

download, the use of the free short-range radio to assist in such a broad dissemination process

becomes economically compelling. We formulate in this workan optimization problem with the
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goal of maximizing the number of vehicles that obtain the content within a given deadline while

minimizing the expense of using the cellular infrastructure.

We analyze mathematically the content dissemination process using differential equations, and

derive the optimum solution for the problem in closed-form by solving a convex optimization

problem. We then investigate the behaviors of the system in terms under various optimal param-

eter settings to understand the key trade-offs. We also develop a polynomial-time algorithm to

obtain the practical optimum solution to overcome the non-integrality limitations of our closed-

form solution. Finally, in order to validate our analysis ina more credible setting, we have used a

real large-scale vehicular mobility trace from a large metropolitan area (Beijing) in our study, one

of the first studies to do so (a methodology adopted in anotherrecent study [25]). We conclude

that content can be spread effectively to most vehicles across a city in a reasonably timely manner

with very low-cost use of the cellular infrastructure.

1.5 Organization

We present background of relevant studies in the literaturein Chapter 2. In Chapter 3, we derive

the expected communication costs of search and replicationin wireless sensor networks. We

use the developed cost models to optimize the number of replicas to minimize the expected cost

for the expanding ring search and validate our results with realistic simulations in Chapter 4.

Then, we investigate the scaling laws of data-centric wireless sensor networks with respect to

the bounded energy in Chapter 5. In Chapter 6, we turn to the problem of efficient content

dissemination in vehicular networks. Finally, we concludein Chapter 7.
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Chapter 2

Background

We present as background the studies in the literature that are relevant to this dissertation. We

introduce querying schemes in the data-centric WSN in Section 2.1. The analysis studies for the

querying schemes are introduced in Section 2.2. Scaling lawstudies for wireless sensor networks

are introduced in Section 2.3. While the aforementioned studies are related to our WSN study

presented from Chapter 3 to 5, the following sections are relevant to our vehicular networks

study in Chapter 6. Section 2.4 introduces routing protocols for delay tolerant networks (DTNs)

that include the sparse vehicular networks. Section 2.5.1 introduces several mobility models in

the literature that are relevant to our study. In Section 2.6, we discuss related techniques on the

content dissemination in vehicular networks. Related research on hybrid communication network

is discussed in Section 2.7. Finally, we discuss about the positioning of our studies in Section 2.8.
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2.1 Querying Schemes in Data-Centric WSNs

The querying strategies in wireless sensor networks can be broadly classified based on whether

the network maintains specific structure for efficient search or not. In structured querying schemes

for which specific structures are maintained in the network,a hash or index is used so that the

querying node knows exactly where the nearest copy of the requested event information can be

found. On the other hand, in unstructured querying schemes,the node issuing a query does not

know in advance where any copy of the requested event information can be found. We refer to

the network with the unstructured querying scheme as anunstructured network, the other one

as astructured network. In this section, we present several prominent querying schemes in the

literature for both structured and unstructured networks.

2.1.1 Structured Querying

There have been many interesting querying schemes that utilize the hash function or index to

decide the location of generated data.

Li et al. [78] have proposed a structured querying mechanism called DIM of data-centric storage

scheme that is based on hash techniques, especially for multi-dimensional range queries. The

mechanism uses distributed indexes for multi-dimensionaldata derived from the geographic em-

bedding of a classical index data structure, then use the GPSR geographic routing algorithm to

direct the queries. They have shown that DIMs scale asO(
√
n), for insertion and query costs,

with the network sizen under several query distributions.
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Ratnasamyet al. [98] have proposed Data-Centric Storage (DCS) mechanism that stores data

within the sensor network in a structured manner in the sensethat it requires some common

knowledge for every node. In their mechanism sensed data arestored at nodes determined by

the name associated with the data, using Geographic Hash Table (GHT) system that they have

developed for DCS. GHT system hashes keys (e.g., event types) into geographic coordinates and

store the key-value pair at the sensor node near the generated geographic coordinate. Hence, it

is required that every node knows the predetermined hash functions and the geographic location

of each and every node in the network. When these requirements are satisfied, this method can

eliminate the flooding phase in certain data-centric routing protocols. Particularly, DCS is shown

by the first-order analysis to be preferable for historic queries when WSN is large and there are

many detected events among which many would not be queried for.

DIFS [43] is the spatially distributed index system, built on top of GHT, to provide efficient index

construction and range searches. In order to support range queries, its hash system takes into

consideration the location of detecting node in addition tothe event value and name in deter-

mining the storage node for the event occurrence. One of its design goals is to provide the load

balancing on communications over index nodes so that the network lifetime may be extended. In

order to achieve this, DIFS decreases the value range covered by an index node when the index

node covers wider spatial area. In DIFS, a multiply rooted hierarchical index is constructed to

balance the amount of information that each node in the indexstructure is responsible for queries.

Each node stores event information for a particular range ofdetected values within a particular

geographic region. And, higher-level nodes cover smaller range of values from larger geographic

regions while lower-level nodes cover a wider range of values from a smaller geographic region.
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2.1.2 Unstructured Querying

For one-shot queries in unstructured networks there are three important querying mechanisms:

flooding, controlled-flooding (using expanding rings), andrandom walks. These querying mech-

anisms have been extensively studied in the context of wireless sensor networks [2, 28, 30, 61,

83, 84, 102, 105].

Flooding is a simple unstructured querying scheme that needs no information at all about the

existence and location (if it exists) of the target information. In this scheme query packets are

flooded to be delivered to every node in the network. Upon receiving the query packet, each

node retransmit the packet to its neighboring nodes throughbroadcast, if the node does not have

information that the query desires. If it does, the node sends the query answer to the querier.

Flooding is a basic operation and has many applications in resource discovery in wireless net-

works. Examples include route discovery in several routingprotocols of wireless networks [62,

95], sensor discovery in WSNs [61], and service discovery inwireless ad hoc networks [126].

With flooding it is guaranteed to find the target information (if it exists) and the shortest path to

it, if there is no loss of packets. It can also support very dynamic networks such as networks with

high nodal mobility. On the other hand, it can waste a great deal of resources such as bandwidth

and energy. When the network is dense, it can cause high contention and interference that, in turn,

may cause excessive retransmission eating up the bandwidth. Even if the target node is nearby, the

query is flooded to the network because there is no easy way to stop the flood once it is initiated,
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which makes every node pay the transmission energy cost. Therefore, the communication cost is

alwaysO(n) regardless of the target location.

Flooding may be controlled by limiting the number of hops so that the flooding packet will not

be transmitted beyond the maximum number of hop counts, or restricting the flooding distance

(when the location information is available to nodes) so that the query is contained in a certain

geographical area.

Johnsonet al. [63] considerexpanding ringmechanism for their famous DSR protocol for the

target discovery while enhancing the resource inefficiencyof flooding. Expanding Ring Search

(ERS) mechanism issues a sequence of controlled flooding from a querier. The radius of flood

(usually expressed as the maximum hop count from the issuer)is restricted to cover only a part of

network in the controlled flooding. In ERS, the radius is increasing after each round of flooding

if the previous round fails to resolve the query.

Any expanding ring search can be characterized as a vectoru = {u1, u2, . . . um} that describes

the sequence of successive TTL values for controlled flooding in each step. For example, let

u = {1, 5, 10} for a network where the maximum hop count is 10. Then the expanding ring

search would proceed as follows: first the nodes within 1-hopare searched for the event through

a controlled flood with TTL value of 1. If no copies of the eventare located in this first step,

then all nodes within 5 hops are searched for the event through a larger controlled flood. If still

no copies of the event are located in the second step, then allnodes in the network (within 10

hops) are searched. If at any step at least one copy of the event is located, the search terminates

successfully at that step.
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Because ERS can stop at a certain round without covering the entire network, it can save the

network resources especially the target is close to the querier. However, it may cause more waste

if the sequence vector is poorly configured and the target is located far from the querier. It is

because the nodes near the querier have to be covered multiple times as ERS progresses.

Chenget al. [30] have shown that two-ring and three-ring schemes can reduce the search cost

compared to a single attempt of pure flooding, and have provided a general formula to determine

good parameters for the two-ring and three-ring hop-based ERS schemes. They also have con-

ducted a simulation study of ERS and claimed that it can obtain up to 10% energy saving without

data caching/replication, compared to the pure flooding, while the delay increases significantly.

However, the optimum sequence vector is not identified and utilized in their study. Chang and

Liu [28] have developed a dynamic programming solution to obtain the optimal TTL sequence

vector that minimizes the expected search cost in terms of transmission number when the event

spatial distribution is known a priori.

Intuitively, the performance of a TTL-based expanding ringsearch improves with additional repli-

cas. When there are more randomly placed replicas in a network, the likelihood that the event

being searched for is located within a smaller number of steps, close to the sink, becomes higher.

However, this reduction in the expected search energy cost comes at the expense of an increased

energy cost for replication.

Random walk-based schemes have been considered in the literature as an alternative way to the

flooding-based schemes. In simple random walk schemes, intermediate nodes retransmit the

query packet to a random neighboring node instead of broadcasting it. This makes it possible for
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the network to use less amount of energy than flooding, and thebandwidth consumption is very

small. On the other hand, sometime it may use more energy because nodes can retransmit more

than once in random walk schemes. The delay until the time to find the target is also generally

very large because the query packet moves like Brownian motion. Another weakness of the

simple random walk is its tendency to revisit recently visited nodes. It can spend a significant

amount of time in the vicinity of the starting node before exploring the rest of the network -

causing significant delays and increased energy cost.

Shakkottai [105] have suggested three types of random walk-based search strategies: (a) a querier-

only search, where the querier tries to locate the target by initiating random walk query; (b) a

querier and target driven “sticky” search, where both the querier and the target node send a query

and an advertisement both of which move as random walks; and (c) spatially-periodic caching,

where the target information is spatially cached and the querier tries to locate any one of these

caches.

An enhanced random walk scheme, called self avoiding randomwalk with k-memory, has been

proposed in [2]. The scheme avoids the most recently visitedk nodes that were part of its trajec-

tory. The identity of the last k nodes is stored within the random walk query packet itself. If the

random walk finds itself trapped at a node such that all its neighbors have been visited in the last

k steps, only then does it violate this avoidance rule to escape, by picking one of the neighbors

uniformly at random.

The authors of [84] have considered about launching k-random walks simultaneously to discover

desired data in the peer-to-peer (P2P) overlay network. Although their scheme can be used in
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the wireless sensor network setting, their performance results cannot be directly applied to WSN

because the locations of nodes in WSNs are spatially correlated, which is not true in P2P overlay

networks.

Sadagopanet al. [102] have proposed ACQUIRE search scheme that combines random walks

with controlled flooding attempting to achieve best of both worlds. The scheme is designed for

one-shot complex queries for historic data, supporting replicated data. In ACQUIRE, each query

that consists of several sub-queries is processed at each intermediate node by a sequence of local

updates (via local floods) withd hops, then is forwarded to the next node following random walk.

The look-ahead parameterd enables ACQUIRE to span from a random walk-based querying

(with d = 0) to flooding-based querying (withd = ∞). The optimumd depends mainly on the

query rate and data dynamics. Given the query rate, smalld is better for low data dynamics while

larged is better for high data dynamics.

The Comb-Needle technique proposed in [83] is similar to thesticky search [105] and the rumor

routing scheme [19]. Here, queries build a horizontal comb-like routing structure while events

follow a vertical needle-like trajectory to meet the “teeth” of the comb. Key tunable parameters

are spacing between branches of the comb, and the length of the needle. It turns out that they are

dependent on the query rate and event rate.
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2.2 Performance Analysis for Querying in WSNs

As for the analytical modeling of query strategies which we deal with to deduce our scaling laws,

there have been several interesting prior studies [83, 105,107].

Shenkeret al. [107] have suggested intuitive bounds for the communication costs of query and

storage:O(
√
n) for both storing data to external storage and retrieving from the internal sensor

nodes,O(n) for flooding-based search in the local storage scheme,O(
√
n) for both structured

querying and storing under the data-centric storage scheme, wheren is the number of nodes in

the network.

In the previous section, we saw Shakkottai [105] have suggested three random walk-based search

strategies. They have also presented a comparison of their asymptotic performance. They have

shown that the rendezvous-based sticky search has the best success probability over time using

Brownian motion assumption in the regular grid network. Specifically, the probability that a

query is unsuccessful is shown to decay as(log t)−1 for the querier-only search;t−5/8 for the

sticky search; and no faster thant−1 for the spatial caching scheme, wheret is the average of

random query time-out value.

Liu et al. [83] have analyzed the optimal parameter setting for the comb-needle search approach.

For better performance in terms of average total cost per query, the comb inter-spacing and the

length of needle should be smaller if the event to query ratiois larger. In the opposite case, the

spacing and the length should be larger. If the query rate is larger than the event rate, or there

are multiple queriers, a reverse-comb structure can have better performance. The reverse-comb
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structure consists of the vertical comb for queries and horizontal needles for events. In the comb-

needle scheme, the query cost isO(
√
n) and, due to the inherent feature of the scheme, it is hard

to improve the query cost by replicating the events.

An analytical comparison of the comb-needles approach and data centric storage is provided

in [66]. Through the analysis based on a single-sink square-grid deployment, they have found

that the structured hash-based data-centric storage generally performs better than both of the

unstructured comb-needle mechanism when the query rates are high and event rates are low. In

the case of high event rates, it is found that the comb-needlehas better performance. They have

also identified magic number thresholds (Θ ≈ 39.78) for event rates, for the aggregate queries

that requires information from all relevant nodes. The threshold is independent of network size

or query probability.

For the expanding-ring search, Chang and Liu [28] have foundthe way how to construct the series

of controlled floods in order to minimize the expected searchcost given the distribution of the

event’s location. They have found that the optimum sequencevector can be determined through

the following dynamic programming that can be solved recursively for 0 ≤ k ≤ L− 1:

V (L) = 0 (2.1a)

V (k) = min
k+1≤l≤L

{Cl + F (l|k)V (l)} (2.1b)

whereL is the radius (in terms of hop counts) of the network,Cl is the cost of controlled flooding

up to l hops, andF (l|k) is the conditional tail distribution of the target given that the most

recently used TTL valuek has failed to locate the target. However, from their solution, it is not

28



straightforward to obtain closed-form expressions for theoptimum cost that may give intuition

on the relationship between system parameters.

In [2], the performances of flooding, ERS, and random walks have been compared in real envi-

ronments attempting to account for the non-idealities faced by the networks in real deployments.

Considered metrics are delay, reliability, and transmission costs. Their simulation and experiment

results suggest that flooding scheme is better suited for low-interference environments, while ran-

dom walks might be a better option in networks with high interference.

2.3 Throughput-Wise Scaling Laws

There have been many interesting studies on the scalabilityof the wireless networks from the

information-theoretic point of view [50, 51, 76, 77, 128]. The information-theoretic approaches

make no particular assumption on the way that communications take place, focusing on the upper

bounds on the throughput using order notation.

Gupta and Kumar [51] studied on the throughput capacity of multi-hop wireless networks where

nodes are not mobile. They considered two types of communication models, namely, the protocol

model and the physical model, for arbitrary networks and random networks. In arbitrary net-

works, they focused on optimum arrangement so that alln nodes are optimally placed in a disk of

unit area, traffic patterns are optimally assigned, and eachtransmission’s range is optimally cho-

sen. In random networks, alln nodes are randomly located independently and uniformly, either

on the surface of a three-dimensional sphere of are 1m2, or in a disk of area 1m2 in the plane.
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Each node has a randomly chosen destination for transmission, and the radio range or power is

same for all nodes.

The protocol model can be said an abstracted link layer modelsimilar to what many network

studies have been using due to its relative simplicity. In this model, a transmission is considered

successful its transmitter and receiver are in the radio range, and there is no other active trans-

mitter in the radio range (plus some guard zone) of the receiver. Presenting it more formally,

suppose nodeXi transmits to a nodeXj, whereXi denote both a node and its location. Then, for

the arbitrary networks, this transmission is successfullyreceived by nodeXj if

|Xk −Xj| ≥ (1 +△)|Xi −Xj | (2.2)

for every other nodeXk simultaneously transmitting over the same channel.

For the random networks, the transmission is successful if

|Xi −Xj | ≤ r and |Xk −Xj| ≥ (1 +△)r (2.3)

for every other nodeXk simultaneously transmitting over the same channel.r can be considered

as the common radio range.

A radio range does not need to be assumed for the arbitrary networks because optimum radio

power for each transmission is used. The quantity△ > 0 models the situations where the inter-

ference range is larger than the transmission radio range.
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The physical model for successful communications is essentially the signal-to-interference ratio

model that represents more accurately the real world phenomena. In this model, a transmission

is successfully received at the receiver if its power at the receiver side is larger than the ambient

noise plus the sum of powers of irrelevant transmission at the receiver side after proper scaling.

Presenting it more formally, let{Xk; k ∈ T } be the subset of nodes simultaneously transmitting

at some time instant over the same channel. LetPk be the power level chosen by nodeXk. Then,

the the transmission from a nodeXi, i ∈ T is successfully received by a nodeXj , for both

arbitrary and random networks, if

Pi
|Xi−Xj |α

N +
∑

k∈T ,k 6=i
Pk

|Xk−Xj |α
≥ β (2.4)

whereN is the ambient noise power level andα is the path loss exponent so that the signal power

decays with distancer as 1
rα .

Gupta and Kumar found that the transport capacity of an arbitrary network under both protocol

and physical models isΘ(W
√
An) bit-meter per second under the optimum arrangement, where

W is the transmission bandwidth in bets per second, andA is the area of network domain in

square meters. Equivalently, the throughput is onlyΘ( W√
n
) bits per second for each node for a

destination nonvanishingly far away.

They also found that the throughput capacity in a random network is more pessimistic. The

throughput obtainable by each node for a randomly chosen destination isΘ( W√
n logn

) bits per

second under the protocol model. Under the physical model, higher throughput can be obtained

but no better than the throughput capacity of arbitrary networks, i.e.O( W√
n
).
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Their results suggest that wireless multi-hop networks with immobile stations should suffer from

unacceptably high decrease in throughput as the number of participant stations increases. Some

solutions for the poor scalability may be to explicitly restrict the network size, or clustering the

network and using wired transmissions for inter-cluster communications.

In the sequel [50] they extended the results for three-dimensional deployment of nodes. They

found that the entire network can carry onlyΘ
(
W (V n2)

1
3

)
bit-meters per second at its best

for an arbitrary network under the Protocol Model, and that the per-node throughput capacity

is Θ

(
W

(n log2 n)
1
3

)
bits/sec for a random network. Similar results are reportedfor the physical

model.

In [128] Xie and Kumar have tried to tackle the capacity problem of wireless networks that is of

great interest in the information theory. Instead of studying the exact capacity region, they have

studied the scaling law of transport capacity that is the supremal distance-weighted sum of rates

for all source-destination pairs.

Consider a network in whichn nodes are located on a plane, with minimum separation distance

ρmin > 0. Signals attenuates ase
−γρ

ρδ
over a distanceρ, whereγ ≥ 0 is the absorption constant

andδ > 0 is the path loss exponent. And all receptions are assumed to be subject to additive

Gaussian noise of varianceσ2.

In such network they found that the transport capacity growslike O (n) whenγ > 0 or δ > 3.

Note that the absorption constantγ is generally positive unless the medium is a vacuum. This

scaling law becomes sharp meaning that the transport capacity order isΘ(n) if traffic can be load

balanced across the network by multipath routing with bounded distance traversed at each hop.
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Therefore, the multihop routing strategy is shown to be order-optimal for information transport

under this high attenuation case.

2.4 Routing Protocols for DTNs

The initial effort for tackling delay-tolerant networks was placed on designing reliable and effi-

cient routing protocols under a variety of assumptions on mobility [110, 134]. Because of the

challenging characteristics of DTNs introduced in the previous chapter, conventional Internet

routing protocols such as RIP and OSPF as well as popular ad hoc routing protocols like AODV

and DSR have severe performance degradation, or simply failto work in DTN. The reason for

failure is the fact that the protocols try to establish complete end-to-end paths before sending data

to the destination. In DTN, end-to-end paths are intermittent at best. But, many times, there is

not a complete end-to-end path at all at any given point of time. Note that neither proactive nor

reactive ad hoc routing protocols work successfully in DTN although the reactive protocols are

designed particularly for dynamic networks. This is because the difference between the proac-

tive and reactive is the timing at which the routes are figuredout: in proactive schemes, it is

figured out before the destination is identified while reactive schemes search out the routes after

the destination is identified.

A great deal of research efforts have been devoted in exploring viable solutions for routing in this

challenging DTNs. They can be classified into the following three categories.
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2.4.1 Mobile Resource-Based Schemes

In this class of schemes systems employ mobile resources such as data mules or mobile agents as

message ferries for more effective data exchanges. In [1] tour-boats and pleasure cruisers are used

to carry and relay the monitored water quality data from the buoys deployed on a lake. Authors

of [104] have presented an architecture that uses data mulesto carry and relay the collected data

in sparse sensor networks to wired access points. Such message ferries in these schemes are often

added into the system mainly, if not solely, to “motion-relay” the data that would be otherwise

stuck in the part of the network. Therefore, they can be considered as overhead of the system

with extra cost, resulting in restriction on wide application of the system.

2.4.2 Prediction-Based Schemes

In these schemes inter-node contacts and nodal mobility arebelieved to be effectively predictable

through the history of nodes’ behaviors such as current positions, trajectories [73], contact history

to other nodes [21, 22, 137], or landmarks [134]. The next hopthat may not be currently available

is decided using the predictions so as to maximize the chosenquality of service (QoS) metric (e.g.

delay, delivery success ratio).

Authors of [81] and [137] have proposed utility routing schemes, in which each node maintains

a utility value for every other node. The utility value is considered as the predictor of the fu-

ture likelihood of two nodes’ contact, and updated using theinter-contact times, that is the time

between the consecutive contacts of the pair of nodes. With these schemes, a node forwards a

copy of the message to encountered nodes only when their utility values are higher enough for the
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message destination. The routing protocol proposed in [22]also uses the past frequencies of con-

tacts as well as past inter-contact times. For vehicular DTNs, [73] uses the current positions and

trajectories of nodes to predict their future distances to destinations, which plays key role in their

routing decision. Authors in [21] have proposed MaxProp routing protocol that also utilizes the

historical contact data to predict the path likelihoods. However, they have gone beyond the sim-

ulation studies with artificial mobility models for the performance evaluations of their protocol,

using 60 days’ trace data from a real DTN network deployed on 30 buses. MobySpace routing

algorithm proposed in [75] uses a high-dimensional Euclidean space constructed on nodes’ mo-

bility patterns to find better forwarders for the destination. The frequency of nodes’ visits to each

possible location is recorded as the basis of the future distance calculation in the constructed Eu-

clidean space. While the above routing protocols focus on the prediction of whether or not two

nodes would encounter, the authors in [134] have proposed predict-and-relay algorithm that also

considers what time the nodes would meet each other. In theiralgorithm a time-homogeneous

semi-Markov process model is employed to determine the probability distribution of future con-

tact times.

2.4.3 Opportunity-Based Schemes

In this class of schemes nodes forward messages during nodes’ contacts that are unscheduled

or regarded as random. These schemes either assumes the contacts may not be effectively pre-

dicted, or the sophistication in prediction methods does not deserve their overheads. In order to

fully exploit the given opportunity, most approaches in this category disseminates in the network

multiple copies of each original message to encountering nodes, which generally gives higher
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delivery reliability and low latency. However, this benefits come at the cost of higher buffer oc-

cupancy and bandwidth consumption, which can be justified and reasonable when the network is

sparse enough.

Direct transmission is one of the most simple strategy without overhead considered in [46, 104].

The source of the message does not use any relay nodes, but directly deliver the message to the

destination when they meet together. There is only one copy for each messages and no overhead

whatsoever in the network. But, without surprise, it has been shown that direct transmission is

extremely slow [46].

Epidemic routing is a fundamental strategy and serves as basis in many schemes in this cate-

gory [53, 64, 108, 118, 119, 137] In the epidemic routing datais flooded in the network and

eventually reaches the destination. This strategy is guaranteed to find the the shortest paths when

there is no contention for shared resources such as wirelessbandwidth and buffer space in the

nodes. Because it can be excessively wasteful of such resources, the performance of pure epi-

demic routing has been shown to degrade significantly especially when the network components

have tight resource constraints [81, 109, 118]. However, under the assumption of sufficient buffer

space and bandwidth, epidemic routing achieves the minimumend-to-end delay.

Many approaches have been devised to reduce the overhead andimprove the performance of

pure epidemic routing. Approaches in [108] focus on suppressing redundant transmissions and

cleaning up valuable buffer space after a message has been delivered to its destination. In [118]

and [137] the “gossiping” strategy is explored where a message is forwarded to encountering
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nodes with probability smaller than one. Harraset al. [53] have devised heuristics on hop lim-

its and timeouts to improve the controlled message flooding.Spray-and-wait protocol proposed

in [110] attempts to control the flooding overhead by limiting the number of message copies dis-

tributed in its first phase calledSpraying phase. Then, it relies on the direct delivery waiting

until any one of message-carriers meets the destination. Authors in [125] have investigated Net-

work Coding ideas and found it could be useful to reduce the amount of transmitted bytes in the

network.

Because node mobility is an essential factor of these opportunity-based schemes, they are also

referred to as mobility-assisted routing, encounter-based forwarding, or store-carry-and-forward

in the literature.

2.5 Mobility Models

In vehicular delay-tolerant networks, mobile node encounters are utilized for opportunistic data

transfer, and thus the underlying mobility model has a greatimpact on their performance. In this

section, we review the mobility models that have been extensively adopted in the literature.

2.5.1 Random Walk Model

In the random walk mobility model, each node moves as a randomwalker on a two-dimensional

lattice, in the similar way that particles move as a Brownianmotion. The time is discrete in

this model and nodes transition at each time step. At each time step, each node hops to the
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neighboring points (up, down, left, right) or optionally stays in the same position with the same

probabilities (1/4 without staying, 1/5 with staying). Thetransition is jointly independent of all

previous transitions. When the node is on a boundary point, it may hop back to the same position

instead of hopping out of the lattice, or hop to the point on the other side (as in two-dimensional

torus topology). This model represents well the movement inManhattan network where nodes

moves from intersection to intersection with constant speeds in a city where all intersections are

perpendicular and equally spaced.

The stationary distribution of node location is uniform in the random walk model. This can be

easily seen from the fact that the 2D random walk can be decomposed into two independent 1D

random walks that have same probability of hopping to the opposite directions, each of which

results in the uniform stationary distribution of location[44]. In this model the diffusion speed is

relatively slow.

2.5.2 Random Waypoint Model

The random waypoint mobility model [20] has been employed inmany simulation studies in

mobile ad hoc networks. In this model each node is assigned a sequence of waypoints to visit

in the given area. For an arbitrary node, its first waypoint ischosen uniform at random over the

given area, then the node travels to the waypoint at a constant speed which is chosen uniform

at random within the given range of speed(vmin, vmax). The waypoint and the speed is jointly

independent of each other and the start point. Upon arrival to the waypoint, the next waypoint

of the node is chosen again uniform at random in the area, and its speed for this travel is also
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chosen uniformly at random in the speed range. Before starting the travel to the next waypoint,

the node may pause optionally for a random amount of time. These random values (waypoint,

speed, pause time) are jointly independent of each other andall the previous random values.

The stationary distribution of node location and speed in the random waypoint model are signifi-

cantly different from the uniform distribution. Specifically, the location distribution is more and

more concentrated toward the center of the region [16]. If the travel speed happens to be chosen

to zero at some point of time, the node will become stuck in thecurrent location and never be

able to move again because it will never reach the next waypoint and get a new speed. Hence, the

minimum speed of the speed range has to be strictly positive in order to prevent the average speed

of nodes over time from falling to zero [131]. This does not mean that the nodes keep moving in

this mobility model; nodes’ idling can be represented with the optional pause time.

2.5.3 Random Direction Model

In the random direction model [15, 48], each node is assigneda sequence of random triple of

direction, speed, and travel time. In the beginning each node is assigned a first travel direction

uniformly at random, first constant speed uniformly at random from the given range(vmin, vmax),

and the random finite travel time for this round. These three random values are jointly indepen-

dent of one another and the start location of the node. If the node reaches a boundary of the given

region, it may be reflected or appear on the other side treating the area wrapping around (like the

2D torus topology). When the travel time is expired, the new triplet of random values is chosen

randomly which is jointly independent of each other and all the previous random values.
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The station distribution of node location and direction have been proven to be uniform [88] for

arbitrary distributions of direction, speed, and travel time. This result does not depend on the

boundary actions – whether nodes are reflected or appear on the other side. Different from the

random waypoint model, the minimum speedvmin has no problem being set to zero because the

travel times are finite so that the node may be mobilized later.

2.6 Content Dissemination

In our study, we use differential equations to model contentreplication and dissemination. This

is similar to [25], where differential equations are used tomodel the age of content updates and

are found to be a good approximation for large networks. There have been several other prior

studies on content dissemination and replication in vehicular networks.

In [41], the authors explore the latency performance of different frequency-based replication poli-

cies for sharing media files, in the context of vehicular networks with limited storage. They found

that a random replication technique is sufficient when totalstorage capacity of the network is sig-

nificantly larger than the required repository size from allmedia files. Otherwise, they found that

there is a large parameter space where the frequency-based replication schemes provide superior

performance. Unlike our study, they assume the network can be divided into cells, in each of

which vehicles form a connected ad hoc network. However, it is assumed that traffic cannot get

across the cell boundaries through multi-hop communications. The only way to transfer files

across the cell boundaries is the mobility of vehicles that carry the files.
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CarTorrent [74] and AdTorrent [89], present content dissemination mechanisms to distribute files

and advertisements, respectively, in vehicular networks.In [99], the authors study how user

impatience affects content dissemination.

2.6.1 Analysis of Epidemic Routing

Mobility-assisted epidemic routing in Delay Tolerant Network can be modeled as an infectious

disease spread [10]. Many epidemiological modeling techniques used in medical research [35]

has been borrowed by computer scientists to model the propagation of computer virus, such as

eigenvalue analysis [121] or random graph analysis [39]. Inour study, we find that ordinary dif-

ferential equations (ODE) can be effectively used to model content replication and dissemination.

This finding is in line with other recent study [24], which suggested a partial differential equation

can be used to model the probability distribution for the ageof latest content update. Note that the

focus of [24] is on the distribution ofageof the latest content update in mobility-assisted content

dissemination, while ours is interested in thestateof content update (i.e., whether the node is

infected).
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2.7 Hybrid Networks

In the past decade, extensive research has been done to studythe technical feasibility of het-

erogeneous intergrated wireless networks. This research has focused largely on using limited-

capability, limited-coverage wireless access technologies to supplement ubiquitous wireless tele-

phony systems such as Universal Mobile Telecommunication Systems (UMTS, a.k.a, 3G).

Within their limited coverage area, wireless local area networks (WLANs) can provide a high

throughput data service in comparison to cellular systems [92]. The integration of cellular sys-

tem and WLAN system as a coherent heterogeneous network enables a better data service to

customers by allowing handover between different wirelessaccess technologies [103, 130]. The

standardization effort has been undertaken by the IEEE 802.21 standard working group, which

supports seamless handover between networks of the same type (i.e., horizontal handover) as well

as handover between different network types (i.e., vertical handover) [47].

A hybrid wireless network architecture integrating both cellular systems and Mobile Ad hoc Net-

works (MANET) is also barely a new concept. One approach is touse MANETs to enhance

the service provided by existing cellular infrastructure.For instance, the iCar network architec-

ture [127] was proposed to place a number of Ad hoc Relay Stations (ARS) in a cellular network

in attempt to address network congestion problem. Later theoretical analysis has shown that the

iCar system not only increases the capacity of cellular network by offloading the data traffic to

ad hoc networks [80, 127], but also increase the coverage of cellular system. Another approach

is to occasionally use expensive cellular systems to guide the operations of MANETs. In CAMA
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network architecture [18], the important control information such as routing, security and lo-

calization is exchanged in cellular networks while the heavy-weighted data flow is delivered

by MANET systems. This concept has been verified and evaluated using an empirical imple-

mentation in a WLAN testbed network [71]. Similar to these research works, we also follow

the design philosophy of using resource-abundant distributed networks to offload the data traffic

from costly cellular networks where some cells could be heavily congested; however, to our best

knowledge, our study is the first to propose the idea of integrating delay-tolerant networks and

cellular systems. In contrast to prior works which utilize connected multi-hop routes for real-time

data service, our work focuses on using “store-carry-forward” approach for delay-insensitive ser-

vice. Considering slow technology adoption process of vehicular communication devices [11],

we believe that VANETs at early stage are likely to be delay-tolerant networks (rather than well-

connected ad hoc networks).

There has been a growing interest in understanding the capacity of heterogeneous networks com-

posed of cellular networks and ad hoc Networks. A number of theoretical studies have been

dedicated to modeling the network capacity of such heterogeneous networks [31, 72, 82] and

identifying the conditions under which the capacity gainedvia augmenting with ad hoc networks

outweigh the penalty introduced by multi-hop relaying [117].

43



2.8 Positioning of Contributions

2.8.1 Wireless Sensor Networks Study

As discussed in Section 2.3, there have been many interesting studies on the scalability of the

wireless networks in terms of throughput. However, our study investigates the scalability in an-

other domain, namely, energy consumption, because energy is among the most precious resources

in wireless sensor networks.

Some prior studies have looked at maximizing the energy efficiency in order to increase the

lifetime of wireless sensor networks [56, 70, 129, 132]. But, they have focused on controlling the

network topology given parameters such as network size. Some other studies have looked at the

asymptotic energy-constrained network lifetime [58] or maximizing the network lifetime [17, 27,

65]. However, these studies pertain to continuous data-gathering applications.

As discussed in Section 2.2, there have been several interesting prior studies that have explored

the analytical modeling of query strategies which we deal with to deduce our scaling laws. How-

ever, these studies have not developed scaling laws for data-centric storage and querying.

Further, all these prior studies do not address the questionof application-specific conditions that

determine fundamental limits on scalability of sensor networks.
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2.8.2 Vehicular Networks Study

Unlike these pioneering works concentrating on network capacity analysis, our study formulates

an optimization problem to maximize the contents dissemination upon the predetermined delay

deadline while minimizing the cost associated with the cellular network. We find that, if some

delay is allowed, contents can be spread to a large number of vehicles even with a very small num-

ber of accesses of the infrastructure, thus greatly reducing the usage of scarce cellular bandwidth

and lowering the cost that content providers and end users need to bear.

Our work on vehicular heterogeneous networks is complimentary to the above studies on “pure”

DTNs: (1) the network architecture in our study consists notonly DTN system but also cellular

system, though the usage of latter one is minimized; (2) we focus on the optimization of content

replication and dissemination in VANETs to reduce the usageof scarce, costly cellular links

while satisfying the customers’ need using DTN as a cheap data pipeline, which is validated

using real-world vehicular mobility traces; (3) our main objective is to establish an analytical

framework to understand the fundamental tradeoff between the cost and delay requirement of

content dissemination in the context of vehicular heterogeneous networks.

To evaluate the DTN protocols many previous studies have employed random mobility models,

as discussed in Section 2.5.1. While the random models are useful for analytic analysis on the

performance of the DTN protocols, they do not have to be relevant to the realistic situations. There

have been some studies analyzing human mobility traces in the effort to derive more realistic

mobility models. In [23], empirical studies have been conducted with human-carried wireless

devices to derive statistical distributions of inter-contact time of encounters of nodes. Rheeet
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al. [100] have analyzed real human mobility traces and suggested that human walk patters follow

Levy Walk model, which is more diffusive than Brownian motion but less diffusive than the

random waypoint model. These studies analyzing human mobility traces are complimentary to

our study, which is one of the first to use a real large-scale vehicular mobility trace in a major

metropolitan area.

As discussed in Section 2.6, there have been several studiesto explore or analyze the content

dissemination process. Different from these studies, our focus in this work is on a novel cost op-

timization problem for disseminating content to the maximum number of vehicles within a given

deadline, that leverages both the cellular infrastructureand peer-to-peer vehicular communica-

tion.

As discussed in Section 2.7, extensive research has been done to study the technical feasibility of

hybrid integrated wireless networks. In common with these works, we too propose the integration

of the cellular network with another mobile network, however in our context the other mobile net-

work is a delay-tolerant network (DTN) that uses “store-carry-and-forward” approach for content

dissemination. Also, unlike much of the prior focus on capacity improvements, our focus is pri-

marily on maximizing content dissemination within a delay deadline while minimizing the cost

of cellular access, though certainly our approach will alsofree up scarce cellular bandwidth.
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Chapter 3

Modeling Search and Replication Costs in Wireless Sensor

Networks1

In this chapter, we derive the expected communication costsof search and replication of event

information in terms of the energy expenditure. In additionto the fixed transmission power (FTP)

assumption, we also consider the random geometric graph (RGG) model where the nodes are

deployed uniformly and independently at random. In this case, ensuring connectivity with high

probability requires that the radio range be scaled with thenetwork size so that each node has a

logarithmic number of neighbors on average [49, 93, 94].

3.1 Assumptions

In this section, we introduce the common key assumptions employed for Chapters 3, 4, and 5,

unless stated otherwise.

1This work was done jointly with Prof. Bhaskar Krishnamachari, and was first published as [5].
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• N nodes are deployed with a constant density in ad-dimensional ballBd space. The

constant density implies that if the network size is increased, the deployment area grows

proportionally. We consider mainly the fixed transmission power (FTP) model in which the

radio rangeR is kept fixed, but the deployment is such that the network remains connected.

• The distribution of events is assumed to be uniform in the deployment area.

• A total of r copies of an event are maintained with the uniform distribution in the network

by creatingr − 1 additional replicas when the event is first sensed.

• Each query is a one-shot query (i.e. requires a single response, not a continuous stream),

and is satisfied by locating a single copy of the corresponding event.

• We assume that the links over which transmissions take placeare lossless (e.g., using black-

listing) and present no interference due to concurrent transmissions (e.g., due to low traffic

conditions or due to the use of a scheduled MAC protocol). However, we relax this as-

sumption for verification of our results in our simulation study (Section 4.4).

• For the FTP deployment model, the total energy cost for searching is assumed to be pro-

portional to the total number of transmissions.

• We assume that the boundary effect is negligible. However, we relax this assumption in

our simulation study (Section 4.4).
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Figure 3.1: Structured average search cost

3.2 Search Cost in Structured Networks under the FTP Model

We first consider structured networks where nodes are deployed with constant node densityρ

in the d-dimensional ball. We further assume that the network is sufficiently dense so that all

nodes within a distancekR of the sink can be reached ink hops. The nodes in the network are

all located withinL hops of the sink. When modeling the search cost we assume thatthe sink

is located in the center of the region. In Section 4.4, we showby simulations that relaxing this

assumption does not provide big differences. LetVd(x) denote the volume of ad-ball of radiusx,

Nd(h) the number of nodes at mosth hop away from the sink. The volume of the ball is known

to be expressed as follows:

Vd(x) = f(d) · xd (3.1)

wheref(d) = 2πd/2

d·Γ(d/2) .
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In this dissertation,Γ(·) is the Gamma function. Then, the number of nodes at mosth hop away

from the sink is given by,

Nd(h) = ρ f(d) · (hR)d = τ(d) · hd (3.2)

where

τ(d)
.
= ρ f(d)Rd (3.3)

which is the average number of neighbors of a node. Hence, thetotal number of nodesN can be

expressed as follows:

N = Nd(L) = τ(d) · Ld (3.4)

Now we recall that there arer number of copies of an event distributed uniformly randomlyin

the network. Let the random variableXmin denote the hop distance to the nearest copy of them

from the querier. Its tail distribution is as follows:

P{Xmin > x} =
r∏

i=1

P{i-th copy is not inx hop neighbors}

=

(
1− Nd(x)

N

)r

=

(
1− xd

Ld

)r

(3.5)

Figure 3.2 illustrates how this distribution varies with the number of replicas in a typical network.

As may be intuitively expected, this distribution shifts tothe left (i.e. the nearest copy is located

closer to the sink) as the number of replicas increases. Thisshould result in a lower search cost

with increasing replication size.
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In the structured network, the search cost is related to a path of the lowest cost from a querier

to the nearest node which has one of the copies. We assume the shortest path routing scheme so

that the path would be their shortest path. Hence, the searchcost is equal to the hop count from

the querier to the nearest copy through the shortest path, which is denoted byXmin, plus the cost

back to the querier. Hence, the expected search cost of the network deployed ind dimension is

as follow:

C
(d)
s,st = 2 E[Xmin] (3.6)

Using the tail distribution given in Equation (3.5) and approximating summation to integration,

we have

E[Xmin] =

L∑

x=0

P{Xmin > x} ≈
∫ L

0

(
1− xd

Ld

)r

dx

=
L · Γ(1d )

d
· Γ(r + 1)

Γ(r + 1
d + 1)

(3.7)
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d = 1 d = 2 d = 3

l (d) 0.0961058 0.410714 0.68273
u (d) 0.208858 0.577974 0.849538

Table 3.1: The coefficients of lower and upper bounds of the search cost for the structured net-
work. The number of neighborsτ(d) of a node is set to 10.

The last equality of Equation (3.7) can be achieved through the multiple application of Integration

by Parts and the property of Gamma function;Γ(x) = (x− 1)Γ(x − 1).

Using Lemma A.1 stated in the appendix and the equationL = 1
d
√

τ(d)
· d
√
N (from Equa-

tion (3.4)), we can calculate the lower and upper bounds of the search cost:

C
(d)
s,st(N, r) > l(d) ·

d
√
N

d
√
r

(3.8)

C
(d)
s,st(N, r) < u(d) ·

d
√
N

d
√
r

(3.9)

where

l(d) = 2
Γ(1d) exp

(
1
d

)

d d
√
τ(d)

(
d

d+ 1

) 3d+2
2d

u(d) = 2
Γ(1d) exp

(
1
d + 12+d

12(12+13d)

)

d d
√
e τ(d)

Table 3.1 shows the numerically calculated values ofl(d) andu(d) when the average number of

one-hop neighborτ(d) is 10 for 1, 2, and 3 dimensional deployments. As the table illustrates, the
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lower and upper bound are close and proportional tod
√
N/ d

√
r from the above double inequalities.

Hence, we can approximate with good accuracy the search costas follows:

C
(d)
s,st = α1 ·

d
√
N

d
√
r

(3.10)

wherel(d) < α1 < u(d) (we can obtain the more accurate value ofα using the curve fitting.)

Figure 3.1 verifies the accuracy of our model in various cases; (a) and (b) illustrate how the search

cost varies as the number of nodes increases in 1D and 3D deployment, respectively. The number

of copies of the event is 1 and 100 for (a) and (b), respectively. (c) and (d) show the search cost

vs. the number of copies in 1D and 3D deployment, respectively. The number of nodes is103

and108 × 103 for (c) and (d), respectively. The bounds of the search cost are evaluated using

Equation (3.8) and (3.9), and the search cost is evaluated numerically using Equation (3.6) with

(3.7). All the four plots agrees that the search cost is almost proportional to the bounds in both

relatively large and small networks, both 1D and 3D networks, and whenr is small or large. As

for 2D deployment, we have investigated extensively in Chapter 4 and [3], which also agree with

the above.

3.3 Search Cost in Unstructured Networks under the FTP Model

We now consider unstructured networks. The search cost consists of the cost to locate the nearest

copy and the cost to bring the data back to the querier using the shortest path. Since the latter

cost is much smaller than the former, we here ignore the latter cost, which is equal toE[Xmin]
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given in (3.7). Hence, we derive the search cost expression using the optimal expanding ring-

based flooding query [28, 68]. We consider the samed-Ball as a network deployment space as in

Section 3.2.

3.3.1 Cost Modeling of Expanding Ring Searches

Any expanding ring search can be characterized as a vectoru = {u1, u2, . . . um} that describes

the sequence of successive TTL values for controlled flooding in each step. The vector is also

referred to as the TTL sequence vector. To ensure that the entire area is covered in the worst case,

um is set toL. For example, letu = {1, 5, 10} for a network where the maximum hop count is

L = 10. Then the expanding ring search would proceed as follows: first the nodes within 1-hop

are searched for the event through a controlled flood with TTLvalue of 1. If no copies of the

event are located in this first step, then all nodes within 5 hops are searched for the event through

a larger controlled flood. If still no copies of the event are located in the second step, then all

nodes in the network (within 10 hops) are searched. If at any step at least one copy of the event

is located, the search terminates successfully at that step.

Because we assume that each transmission (and the corresponding receptions) incurs a unit cost,

the cost of the controlled flooding incurred in theith search step is given as:

C
(d)
f (ui) = 1 +Nd(ui − 1) (3.11)

whereNd(h) is the number of nodes up toh hops away given in Section 3.2.
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For a given search sequence vectoru, assuming there arer total copies of the event in the network,

the expected search cost is then

C(d)
s,un =

m∑

i=1

C
(d)
f (ui) · Pr{Xmin > ui−1} (3.12)

wherePr{Xmin > u0} is defined to be 1 (since the search sequence starts withu1, and it is

guaranteed that there is at least one copy of the event being queried somewhere in the network).

3.3.2 Optimal Costs of Expanding Ring Searches

The cost evaluation of the optimal expanding ring-based flooding query requires the optimal TTL

sequence. Chang and Liu [28] have developed a dynamic programming solution to solve this

problem. This dynamic program uses the following recursiveproperty.

Let the value functionV (n) be the minimum expected cost-to-go (over all choices of TTL values),

given that the most recently used TTL valuek did not locate the object. Then

V (L) = 0 (3.13)

V (c) = min
c+1≤k≤L

{Cf (k) + F (k|c) · V (k)} (3.14)
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In the case of multiple replicas, we use the tail distribution F (k|c) given as follows:

F (k | c) = Pr{Xmin > k | Xmin > c}

=

(
Ld − kd

Ld − cd

)r

(3.15)

The optimal search sequenceu∗ is obtained by recursively calculating the value function,and

then tracking back through the choices made at each step to determine the optimal TTL value for

each stage. This search sequence can then be used in Equation(3.12) to determine the expected

cost of the optimal strategy. However, this algorithmic approach does not yield a tractable closed

form expression for this cost as a function of the number of replicas. We therefore derive lower

and upper bounds on the cost, before developing an approximate expression for the optimal cost

based on the bounds.

3.3.2.1 Lower Bounds

We first consider the lower bound of the optimal expected search cost. Suppose a querying

node happens to know the hop distanceXmin to the nearest copy of the desired event before

disseminating queries. Then, the flooding cost up toXmin hops away is certainly the lower

bound. The distribution ofXmin is given in Section 3.2. Under our assumption the flooding cost

up toh hops away isC(d)
f (h). Hence, the lower bound of the expected search cost is given by,

C
(d)
s,lower = E[C

(d)
f (Xmin)]

≈ τ(d) · E[Xd
min] (3.16)
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In order to obtain thed-th moment ofXmin, we make an approximation thatXmin is continuous.

The probability density function ofXmin is given by,

fXmin(k) =
rd

Ld
kd−1

(
1− kd

Ld

)r−1

(3.17)

Then, thed-th moment is given by,

E[Xd
min] =

rd

Ld

∫ L

0
k2d−1

(
1− kd

Ld

)r−1

dk

=
Ld

r + 1

=
1

τ(d)
· N

r + 1
(∵ (3.4)) (3.18)

Substituting Equation (3.18) into Equation (3.16) we have the following expression:

C
(d)
s,lower =

N

r + 1
(3.19)

3.3.2.2 Upper Bounds

Now, let us consider the upper bound of the optimal expected search cost. We note that any ex-

pected search cost with a specific search sequence vector (SSV) is the upper bound. We consider

two search sequence strategies to obtain two upper bounds, from which we obtain a tighter upper
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bound in terms of order notation. Let us first consider the step-by-step expanding ring search

(ERS) strategy where the SSV is{1, 2, 3, . . . , L}. The expected cost of this strategy is given by,

C
(d)
s,sbs =

L∑

k=1

C
(d)
f (k)P {Xmin > k − 1} =

L∑

k=1

(
1 + τ(d) · (k − 1)d

)(
1− (k − 1)d

Ld

)r

≈
∫ L

0
τ(d) · kd

(
1− kd

Ld

)r

dk = τ(d) · L
d+1 Γ(1d)Γ(r + 1)

d2 Γ(r + 1
d + 2)

<
τ(d) · Γ(1d)

d2
Ld+1 · Γ(r + 1)

Γ(r + 2)
(∵ Γ(r + 2) < Γ(r +

1

d
+ 2))

=
Γ(1d )

d2 d
√
τ(d)

· N
1+ 1

d

r + 1
(∵ (3.4)) (3.20)

As a next step, let us consider the flooding strategy which canbe considered as the one step ERS

with SSV{L}. The expected cost of this strategy is given by,

C
(d)
s,fld = C

(d)
f (L) = 1 + τ(n)(L− 1)d

≤ τ(n)Ld = N (3.21)

If we apply Lemma A.2 in the appendix using Equation (3.20) and (3.21) we can conclude that the

optimal expected search costC(d)
s,un isO(N/r). With the result of the lower bound of the optimal

cost in Equation (3.19) we reasonably approximate that the optimal search cost is proportional to

its corresponding lower bound. Hence, we have

C(d)
s,un = α2 ·

N

r + 1
(3.22)

whereα2 is constant w.r.tr andN , but a function ofd.
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Figure 3.3: Unstructured average search cost

Figure 3.3 has similar plots as in Figure 3.1. The lower boundis usingC(d)
s,lower in Equation (3.19),

the upper bound is using3C(d)
s,lower, and the search costCdynamic is evaluated numerically using

the dynamic programming algorithm proposed by Chang and Liu[28]. We can see that our

approximation of the proportionality is quite close as for the structured search cost.

3.4 Replication Cost under the FTP Model

We now consider the expected replication cost. Since our replication strategy is to pick a desti-

nation uniformly at random, for each copy of the event, it hasnothing to do with the querying

structure, and so the replication cost is same for both structured and unstructured networks. Fur-

thermore, under our assumptions, the number of transmissions required to move data between

any pair of locations a distancex apart along the shortest path between them is approximately

x/R. Thus, the expected cost of creating any replica is given by the ratio of expected distance

between any pair of points in the area and the radio rangeR. Let ΨB(x) denote the average

length of line picked inBd(x) with radiusx, ψB(x) the integral of all possible lines in the
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sameBd, andVd(x) the volume of the ball which is dealt with in Section 3.2. And,let ψC(x)

denote the corresponding integral of lines in thed-cubeCd(x) with the width ofx. Because

C
d(
√
2LR) ⊂ B

d(LR) ⊂ C
d(2LR), ΨB(LR) has the following bounds:

ψC(
√
2LR)

VB(LR)2
< ΨB(LR) =

ψB(LR)

VB(LR)2
<
ψC(2LR)

VB(LR)2
(3.23)

Letting x̄ = (x1, . . . , xd) andȳ = (y1, . . . , yd), ψC(x) is given by,

ψC(x) =

2d︷ ︸︸ ︷∫ x

0

· · ·
∫ x

0

|x̄− ȳ|dx1 · · · dxddy1 · · · dyd

= △(d) · x2d+1 (3.24)

where

△(d) =

2d︷ ︸︸ ︷∫ 1

0
· · ·
∫ 1

0
|x̄− ȳ|dx1 · · · dxddy1 · · · dyd

Let ΨB(LR) andΨB(LR) denote the upper and lower bound of Inequality (3.23), respectively.

From Equation (3.1), (3.4), and (3.24),

ΨB(LR) =
2d
√
2 · △(d)

d
√
ρ · f(d)2+ 1

d

· d
√
N (3.25)

ΨB(LR) =
22d+1 · △(d)

d
√
ρ · f(d)2+ 1

d

· d
√
N (3.26)

Therefore, we can approximate the replication cost as follows:

C(d)
r = (r − 1) · ΨB(LR)

R

= α3 · d
√
N · (r − 1) (3.27)
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where

2d
√
2 · △(d)

f(d)2 d
√
τ(d)

< α3 <
22d+1 · △(d)

f(d)2 d
√
τ(d)

3.5 Costs under Uniform Random Deployment (RGG Model)

We now consider the uniform random deployment for both structured and unstructured networks,

i.e. the RGG model. The RGG model has different assumptions regarding the radio radius and the

unit transmission cost. The radio rangeR is assumed to be scaled proportionally withd
√
logN

to ensure connectivity of the network with high probability. We also assume that the energy

expenditure per transmission scales asRη, whereη is the path-loss exponent.

Therefore, the neighbor densityτ is logarithmically increasing withN . Lettingτ = ρf(d)Rd =

θ1 logN with some constantθ1, the radio range can be expressed as,

R = d

√
θ1

ρ f(d)
d
√

logN (3.28)

Note that our analysis in the previous sections (Sect. 3.2, 3.3, 3.4) is still valid except that the costs

derived therein are in terms of number of transmissions and the network radiusL is now also a

function ofN . It should be noted that the number of transmissions is no longer proportional to the

energy cost in the uniform random deployment becauseR is no longer constant with respect to

N . Hence, we shall refer the derived search costs in the previous sections asHs,st andHs,un for

structured and unstructured networks, respectively, and the replication cost asHr in this section.
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For structured networks, by substituting Equation (3.28) into (3.8) and (3.9), the bounds ofHs,st

can be expressed as,

l′(d) ·
d
√
N

d
√
r logN

< H
(d)
s,st < u′(d) ·

d
√
N

d
√
r logN

(3.29)

where

l′(d) = 2
Γ(1d ) exp

(
1
d

)

d d
√
θ1

(
d

d+ 1

) 3d+2
2d

u′(d) = 2
Γ(1d ) exp

(
1
d + 12+d

12(12+13d)

)

d d
√
e θ1

Now we introduce the transmission energy cost over a link of distanceR given by,

Et(R) = βRη (3.30)

whereβ is the transmit amplifier constant andη is the path-loss exponent. Generally, there should

be a term for the distance-independent energy cost of transmitter and receiver electronics, but we

assume it is negligible because we focus more on the search cost behavior of large networks2.

Because the search cost is given by multiplyingHs,st andEt(R), we can approximate it using its

double inequalities as follows:

C
(d)
s,st = α4 ·

d
√
N(logN)η−1

d
√
r

(3.31)

2For more accurate result for small size networks, we can add aconstant for the electronics energy cost to the
transmission energy cost model, which would lead to the desired result without difficulty.
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whereβ
(

θ1
ρf(d)

) η
d · l′(d) < α4 < β

(
θ1

ρf(d)

) η
d · u′(d).

With the analogous reasoning, we can obtain the search cost of unstructured networks and the

replication cost under the RGG deployment as follows:

C(d)
s,un = α2 · β

(
θ1

ρf(d)

) η
d

· N(logN)
η
d

r + 1
(3.32)

C(d)
r = α5 · (r − 1) d

√
N(logN)η−1 (3.33)

whereα2 is as same as in Section 3.3, and

2d
√
2β θ

(η−1)/d
1 △(d)

ρη/d f(d)2+η/d
< α5 <

22d+1 β θ
(η−1)/d
1 △(d)

ρη/d f(d)2+η/d

We note that the costs of unstructured networks under the RGGdeployment turns out to be de-

pendent ond, while that of the FTP deployment is independent ofd.
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Chapter 4

Optimizing Data Replication for Energy-Efficiency Expanding

Ring-Based Queries1

The data-centric network considered in this dissertation has two inevitable sources of energy con-

sumption – searching and replication. In this chapter, we are more interested in the total energy

cost consisting of the search and replication costs rather than individual costs. We investigate how

to minimize the total cost through the number of replicas, and derive the data replication scheme

for the optimized total cost. We consider the unstructured network with the expanding-ring search

(ERS) scheme and assume that the node deployment space is twodimensional. Although omitted,

the analysis for the structured network of general dimension can be done in a similar manner.

As for the node deployment, we consider only the fixed-radiusconstant-density node deployment

in this chapter and the scaling law study in the next chapter.It is because the random deployment

requires logarithmically increasing neighbor density to ensure connectivity with high probabil-

ity [49, 93, 94]. Grid-like and other regularized random deployments ensuring a bounded distance

1This work was done jointly with Prof. Bhaskar Krishnamachari, and was first published as [68].
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between nodes would satisfy the second model, though. One justification for not considering the

random deployments in our scalability analysis is that thiskind of deployment explicitly rules out

the kind of scalability we are interested in exploring. In the uniform random deployment case,

with a fixed spatial density of nodes, the radio range needs tobe increasing asd
√
logN as the

network sizeN increases in order to maintain connectivity. Thus, a finite per-node energy budget

can never sustain an arbitrarily large deployment of this kind. In the case of constant radio range

that we examine, however, we show that there are conditions under which such scalability is still

possible.

We validate our analysis through a set of simulations in Section 4.4. These simulations are per-

formed using a realistic wireless network topology generator [138]. Although we find that the

node placement distributions and optimal search sequencescan be significantly different between

simulations and analysis, we find that the corresponding expected search and replication costs

are quite similar and that the optimal replication number obtained through analysis matches the

simulation results quite closely.

4.1 Search Cost

We use the search cost model developed in Section 3.3 given asfollows:

Cs,un = α2 ·
N

r + 1
= α2 ·

aL2

r + 1
(4.1)
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L (max TTL) c (Curve-fit constant)

10 1.47845
50 1.99568

100 2.07722
500 2.14608

1000 2.15476

Table 4.1: Best-fit constant for search cost approximation
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Figure 4.1: Approximation for optimal search cost

Note thatL is the maximum hopcount defined in Section 3.2 anda = τ(2), which is the average

number of neighbors in a 2D network.

The constantα2 can be obtained using curve-fitting. As shown in Table 4.1, the constant is seen

to converge to a value close to2.15 as the size of the deployment area increases (i.e. for largeL).
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Figure 4.1 compares the search cost model with the numerically optimal search strategy (ob-

tained using the dynamic programming method of Chang and Liu[28]). We see a close match,

particularly when the network is large and the number of replicas is relatively small.

4.2 Replication Cost

Although we can use the approximate expression for the general dimension developed in Sec-

tion 3.4, more direct method can be possible to obtain an exact closed-form expression for 2D

networks.

Let r̂ be the number of replicas of the original event, and they are assumed to be placed indi-

vidually at each location through unicast routing on the shortest path between the random source

and storage point. The expected distance between the two random points are presented in the

subsequent subsections for circular and square regions.

4.2.1 Circular Area

For a circular region, there is a known geometric result referred to as disk line picking [123],

which gives the expected distance between any two points in aunit circle to be:

E [dcircle] =
1

π

∫ 1

0

∫ 1

0

∫ π

0

√
r1 + r2 − 2

√
r1r2 cos θdθdr1dr2

=
128

45π
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Using this result, we get the following expression for the expected cost of creatinĝr replicas of

the event information in a circular region of radiusLR to be:

Cr,circle(r̂) =
128LRr̂

45πR
=

128Lr̂

45π
(4.2)

4.2.2 Square Area

Similarly, for a square, the expected distance in the squareof widthwR is

E[dsquare] = wR

∫
· · ·
∫ 1

0︸ ︷︷ ︸
4

√
(x1 − y1)

2 + (x2 − y2)
2 dx1· · · dy2︸ ︷︷ ︸

4

= wR
2 +

√
2 + 5 ln

(
1 +

√
2
)

15
≈ 0.521405wR

From this, we get that

Cr,square(r̂) ≈ 0.52wr̂ (4.3)

4.3 Optimum Number of Replicas

We can formulate the problem of optimizing the number of replicas for each event as follows:

Minimize Ctot(r̄)
.
=
∑m

i=1 qiCs(ri) +
∑m

i=1Cr(ri − 1)

s.t g(r̄) =
m∑
i=1
ri ≤ S

1 ≤ ri ≤ N, ∀i

(4.4)

68



Hereqi is the query rate for theith of m events,ri is the number of copies of eventi (note that

ri − 1 is the number of its replicas), andS is the total network storage capacity. For a circular

region, the expressions for the search costCs(ri) and the replication costCr(ri − 1) are as given

in Equations (4.1) and (4.2), respectively. We solve this problem using the method of Lagrange

multipliers. The Lagrangian function for this inequality-constrained optimization problem can be

expressed using a slack variables as follows:

L(r̄, λ) = Ctot (r̄) + λ
(
g (r̄)− S + s2

)
(4.5)

It can be shown that the objective function is convex; hence,the following first-order conditions

are sufficient for global minimization:

∂L

∂ri
= − qiaL

2c

(ri + 1)2
+

128L

45π
+ λ = 0 (4.6)

∂L

∂λ
=

m∑

i=1

ri − S + s2 = 0 (4.7)

∂L

∂s
= 2λs = 0 (4.8)

i) When the constraint is inactive we can solve directly fromEquation (4.6), settingλ = 0:

r∗i =

√
45πaLc

128
· √qi − 1 (4.9)
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ii) When the constraint is active, (i.e. s=0,λ ≥ 0), we get from Equation (4.6):

r∗i =

√
acL

128
45π + λ

L

· √qi − 1 (4.10)

λ is a constant that can be solved by substituting the above equation into Equation (4.7), setting

s = 0:

λ =
acL2

(∑m
i=1

√
qi
)2

(S +m)2
− 128L

45π
(4.11)

Substituting this back into (4.10), we get the following simplified expression:

r∗i =

√
qi∑m

i=1

√
qi
(S +m)− 1 (4.12)

To determine whether the constraint is inactive or active, it is sufficient to verify whether the sum

of r∗i obtained from Equation (4.9) is less thanS. If not, then Equation (4.12) should be used

to compute the optimal constrainedr∗i . A striking observation is that in both cases the optimal

strategy is to have the replication number of each event to beproportional to the square root of

the query. We note that this outcome is very similar to a result in unstructured peer-to-peer wired

networks [33], which also argues for replicating content with a rate proportional to the square

root corresponding frequency of access. However, there arekey differences between that work

and ours, including the type of search analyzed (expanding rings in a wireless network with a

geometrically defined 2-D structure versus random walk on anarbitrary wired network graph),

and the absence of replication cost.
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Figure 4.2(a) shows the total cost of querying and replication Ctot as a function of the number

of replicas for different query rates for a single event. Figure 4.2(b) illustrates how the total

cost may vary for the case of two events, as a function of the number of replicas for each event.

Figure 4.2(c) shows the contours of this function, along with two sets of lines that represent dif-

ferent storage constraints. With the first storage constraint (a large value ofS), there is sufficient

storage available that the unconstrained optimal point A can be selected as the operating point,

by allocating the corresponding optimal number of replicasfor both events. However, under the

tighter storage constraint 2 (smallerS), the original unconstrained optimal solution lies outside

the feasible operation region. Hence, point B, which minimizes the function while maintaining

storage feasibility, provides the optimal constrained solution in this case.

4.4 Realistic Simulations

4.4.1 Methodology

We use a realistic link layer model generator for wireless sensor networks [138], which deter-

mines the location of each node and the packet reception rate(PRR) of each pair of nodes. Ta-

ble 4.2 shows parameters for our wireless sensor network topology to simulate on (corresponding

to a dense deployment of Mica 2 motes). Given the realistic topology, our simulator performs the

following procedures at each round:

1. Randomly choosing a source node which is considered to have the original event informa-

tion
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Parameter Value

Channel

path loss exponent 3.0

shadowing std. deviation 3.8

PL(d0) 55.0

d0 1

Radio

Modulation 3 (NCFSK)

Encoding Option 3 (Manchester)

Radio Output Power -21.0

Noise Floor -105.0

Preamble Length 2 bytes

Frame Length 50 bytes

Topology
Number of nodes 1010

Physical Terrain (80, 80)

Option Uniform Deployment

Table 4.2: Radio parameters for simulation

2. Counting the actual replication cost forr − 1 replicas chosen randomly

3. Randomly choosing a querier node in the given node pool.

4. Counting the actual search cost using the optimal search strategy.

Our numerical results are computed based on 10000 rounds foreachr value.

4.4.2 Counting the Actual Replication Cost

The replication is done not by flooding, but rather through individual unicast transmissions from

the source to the requisite number of random replication locations. We use the ETX (expected

number of transmissions with retransmissions) metric [34]to define the routing strategy for the
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unicast transmissions. Specifically, the transmission on the edge fromi to j costs β
PRRi,j

, where

β is the cost of a single transmission, andPRRi,j is the packet reception rate fromi to j, and

a message between any pair of nodes in the network is routed along the shortest cost path be-

tween them. Here, we have assumed that acknowledgement packets (which are likely to be much

shorter) are always received reliably. In the simulation results we count the actual replication cost

by counting the actual total number of transmissions on the shortest unicast path and multiplying

it by β.

4.4.3 Counting the Actual Search Cost

In order to find out the search cost, we need to find out the optimal search strategy. In order

to use the optimal search strategy from the dynamic programming methodology [28], we need

to know the distribution of number of nodes with respect to the hop distance from the querying

node. However, it is not easy to determine the hop-distribution in the realistic wireless topol-

ogy considered in the simulations, where the links are lossyand asymmetric. Even for a given

topology, the number of nodes ofith hop (for a single query event) is a random variable whose

expectation is not easily obtained. Since we need to computethe distribution for any querying

node in the network, it is particularly important to obtain an approximation that can be calculated

simply. The approach we have taken is to look at the hop-distribution of the subgraph formed

when all links with packet reception rates below 0.5 are blacklisted from the network. As a sanity

check, we have compared the results obtained from this process with the average of the number of

nodes at each hop from 100 simulation experiments where these are determined probabilistically
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in each run according to the PRR values at each edge. The two approaches show remarkably

similar results (see Figure 4.3).

LetH[i] denote the set of nodes that are reachable from the querying node at a distance ofi hops.

We use the following conditional tail distribution for the dynamic programming,(fork ≥ c):

P{Xmin > k | Xmin > c} =




∑
i>k

|H[i]|
∑
i>c

|H[i]|




r

Following the resulting optimal search strategy, the simulator floods a series of queries until it

finds one of the copies of the event. Note that in our simulations, although two queries have the

same TTL value, one query might find the event but the other might not, in the same network. It

is because the coverage of first query is not necessarily sameas that of the second one (because

of the lossy wireless links).
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Figure 4.5: Comparisons of analytical and simulated costs as a function of replication size

4.4.4 Results

In our simulations, we relax several assumptions from the mathematical analysis, so that (1) the

querier can be any node in the network, (2) the network topology is not necessarily circular (it is

the square area for our simulation), and (3) there might be the boundary effect. With these relax-

ations, the actual optimal search sequence of a node might bedifferent from that of another node

when they are considered as a querier at each time. For example, the optimal search sequence

of a corner node is{2, 8, 12, 15, 17, 19, 20}, while that of a center node is{2, 4, 6, 7, 8, 9, 10, 11}

when there are two replicas of the queried event.

First of all, the theoretical values of our model are as follows;

Csearch(r) =
cN

r + 1
=

1.48× 1010

r + 1

Creplication(r − 1) =
128L(r − 1)

45π
=

128 × 10

45π
(r − 1)
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where the node density variablea ≈ 10 is obtained from the simulation (since this depends on

radio and deployment settings), the value ofL ≈ 10 is obtained fromaL2 = N = 1010, and

c is obtained accordingly from Table 4.1. Therefore, assuming the query rate is1, the optimal

number of replicaŝr∗ is as follows by Equation (4.9);

r̂∗ = r∗th − 1 =

√
45π

128
qaLc− 2 =

√
45π

128
× 10× 10× 1.48 − 2

= 10.7852 ≈ 11

The optimal number of replicas from the simulation is found to ber̂∗sim = 12 (see Figure 4.5c).

Figure 4.5a shows the optimal search cost of the simulation and our model, and Figure 4.5b

shows the replication cost. As we can see from these figures, our model meets the simulation

results very well even with relaxed assumptions. The similarity of the results despite seeing very

different hop distance distributions in the simulations suggests that the cost of the optimal search

is quite robust to this distribution, particularly in the presence of replicas.
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Chapter 5

Scaling Laws in Terms of Bounded Energy1

In this chapter, we drive the scaling laws for the data-centric wireless sensor networks based

on the cost models and optimization method discussed in the previous chapters. We consider

both unstructured and structured networks with bounded per-node storage budget. Although this

bounded size of storage resource plays as a constraint in optimizing the total cost, it turns out that

the storage constraints are less restrictive than the energy constraints. We therefore first derive

the scalable operating conditions using an unconstrained version of the optimization problem,

and then use the constrained version to investigate in more detail the behaviors of the network as

its size grows.

1This work was done jointly with Prof. Bhaskar Krishnamachari, and was published as [4, 6].
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5.1 Basic Optimization

We use mathematical models developed in Chapter 3 to quantify the cost of replication and search

under structured and unstructured networks. From the costs, we have the common form of the

total cost as follows:

Ct =

m∑

i=1

qiCs(ri) +

m∑

i=1

Cr(ri) (5.1)

whereCs(ri) is the expected search cost ofith event andCr(ri) is its expected replication cost.

From the above, we get the following expressions for the expected total energy cost for all events

which consists of search costs weighed by the number of queries and the replication costs:

1. Under the unstructured replication scheme, the total energy cost is

Ct,u =
m∑

i=1

c2
Nqi
ri + 1

+
m∑

i=1

c1
d
√
N(ri − 1) (5.2)

2. Under the structured replication scheme

Ct,s =
m∑

i=1

c3

d
√
Nqi
d
√
ri

+
m∑

i=1

c1
d
√
N(ri − 1) (5.3)

To simplify our expressions, with a slight abuse of notation, we shall make the following substi-

tutions: in Equation (5.2), after dividing both sides byc1, we letCt,u/c1 → Ct,u and c2
c1
qi → qi;
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in Equation (5.3), after dividing both sides byc1, we letCt,s/c1 → Ct,s and c3
c1
qi → qi. And the

following expressions are the simplified versions;

Ct,u =
m∑

i=1

Nqi
ri + 1

+
m∑

i=1

d
√
N(ri − 1) (5.4)

Ct,s =

m∑

i=1

d
√
Nqi
d
√
ri

+

m∑

i=1

d
√
N(ri − 1) (5.5)

Now we can formulate the problem of optimizing the total costas follows;

Minimize Ct =
∑m

i=1 qiCs(ri) +
∑m

i=1Cr(ri) (5.6)

We use the total energy cost in the network as the object function in stead of per-node energy

for the optimization. Although naive replication-query schemes might make the system behave

differently depending on which point of view is taken (totalenergy or per-node energy), the

system behaviors for both point of views could be essentially same (in terms of O-notation) with

a smarter replication-query scheme as discussed in Section5.6. Moreover, the use of total energy

gives at least the upper bound for the network scalability condition for any replication-query

scheme.

We also ignore the storage constraints for now because it turns out that the constraints must not

be active in order to ensure the scalability of the network. In Section 5.5 we incorporate the

constraints to investigate more detailed behavior of the network as it grows.

80



The optimization formulation does require global knowledge of query rates for each event and

hence the optimum may not be necessarily achieved by distributed heuristics in practice, but

this is still a useful tool for our investigation on the performance of scalability as it provides the

best-case scenario. For global optimization first-order conditions are sufficient because it can be

shown that the objective functions for both the unstructured and structured scheme are convex.

Solving the problem as in Section 4.3, we find that

r∗i =





q
1/2
i N

d−1
2d − 1, (unstructured)

βsq
d

d+1

i , (structured)

(5.7)

where

βs = d−
d

d+1 (5.8)

Now we can derive the optimal expected total energy costs substituting Equation (5.7) into Equa-

tion (5.4) and (5.5) respectively as follows;

C∗
t,u = 2

m∑

i=1

(
N

d+1
2d

√
qi − d

√
N
)

(5.9)

C∗
t,s =

m∑

i=1

β
− 1

d
s

d
√
Nq

d
d+1

i +

m∑

i=1

d
√
N

(
βs q

d
d+1

i − 1

)
(5.10)
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5.2 Conditions for Scalability

In order to obtain useful insights regarding scalability, we simplify our expressions from this point

on by assuming that the query rates for all events are uniform, i.e.,qi = q,∀i. We now examine

the scaling behavior of the total energy costs for both unstructured and structured networks.

Theorem 5.2.1. Total Cost of Unstructured Networks:The total energy cost for unstructured

networks grows with network sizeN as follows:

C∗
t,u = Θ

(
m · √q ·N d+1

2d

)
(5.11)

Proof. The total energy cost is given from Equation (5.9) by,

2
m∑

i=1

(
N

d+1
2d

√
qi − d

√
N
)

= 2m
√
qN

d+1
2d − 2m

d
√
N

= Θ
(
m
√
qN

d+1
2d

)

The last equality holds sinced+1
2d ≥ 1

d for all d ≥ 1.

Theorem 5.2.2. Total Cost of Structured Networks:The total energy cost for structured net-

works grows with network sizeN as follows:

C∗
t,s = Θ

(
m · q

d
d+1 ·N 1

d

)
(5.12)

Proof. It can be proven in the same way as the proof of Theorem 5.2.1 using the Equation (5.10)
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To understand the implications of these theorems, it is helpful to consider some extreme cases

of the scaling behavior of the number of eventsm and the query rateq. We consider allowing

each of these parameters to scale asΘ(1) or Θ(N), giving us four possible combinations. In

practice the scaling behavior of the events and queries withnetwork size is determined by the

application scenario. For instance, an application which requires the network (regardless of its

size) to have only a single sink injecting queries for eventswould have thatq is Θ(1), while a

richer application involving increasing numbers of users with the network size could have that

Θ(N). For many event monitoring applications, it is likely to be reasonable to assume that the

number of observed events scales proportionally with the deployment area which for a constant

density deployment would mean thatm isΘ(N); however in other applications the scaling ofm

may be weaker, all the way down to the extreme ofΘ(1) (which would imply that there only a

finite number of events that can be detected regardless of thenetwork size). The following table

exhibits the scaling of total energy costs for the four casesunder the unstructured networks.

m = Θ(1) m = Θ(N)

q = Θ(1) Θ(N
d+1
2d ) Θ(N

3d+1
2d )

q = Θ(N) Θ(N
2d+1
2d ) Θ(N

4d+1
2d )

Table 5.0: Illustration of the scaling of total energy costsfor unstructured networks.

We generate a similar table below using Theorem 5.2.2 to illustrate the scenarios for structured

networks.
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m = Θ(1) m = Θ(N)

q = Θ(1) Θ(N
1
d ) Θ(N

d+1
d )

q = Θ(N) Θ(N
d2+d+1
d2+d ) Θ(N

2d2+2d+1
d2+d )

Table 5.1: Illustration of the scaling of total energy costsfor structured networks.

We observe something striking about Tables I and II. In both tables, among the four cases, only

when bothq andm areΘ(1) do we observe that the total costs for the whole network scaleas

O(N) for all dimension. In other words, only in this example case do we haveO(1) scaling of the

per-node cost, i.e. bounded energy consumption per node. This motivates us to inquire about the

general conditions under which a network can scale while ensuring that the energy requirement

per node is kept bounded — a very important requirement from apractical perspective.

Theorem 5.2.3. Conditions for Scalability of Unstructured Networks:For unstructured net-

works, the energy requirement per node is bounded if and onlyif

m · q1/2 isO
(
N

d−1
2d

)

Proof. The total optimal energy cost per node is the total cost divided by the number of nodesN .

If the energy requirement per node is bounded, there existsC0 > 0 such that, from the per-node

total cost given from Equation (5.9) divided byN (assumingqi = q, ∀i),

C∗
t,u/N = 2mq1/2N

1−d
2d − 2mN

1−d
d ≤ C0

⇒ m ·
(
q1/2 −N

1−d
2d

)
≤ C0

2
N

d−1
2d (5.13)
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Since1−d
2d ≤ 0 so thatN

1−d
2d ≤ 1, for q ≥ 4, 2

q1/2 −N
1−d
2d ≥ 1 (5.14)

Hence,

mq1/2

2
≤ m(q1/2 −N

1−d
2d ) (5.15)

⇒ mq1/2 = O
(
N

d−1
2d

)
(5.16)

Conversely, ifmq1/2 isO
(
N

d−1
2d

)
,

mq1/2 ≤ C0N
d−1
2d

⇒ m ·
(
q1/2 −N

1−d
2d

)
≤ C0 N

d−1
2d

⇒ 2mq1/2N
1−d
2d − 2mN

1−d
d ≤ 2C0 (5.17)

Note that the left side of inequality (5.17) is equal to the optimized per-node total energy cost.

Therefore, the per-node total energy cost is bounded.

Theorem 5.2.4. Conditions for Scalability of Structured Networks:For structured networks,

the energy requirement per node is bounded if and only if

m · q
d

d+1 isO
(
N

d−1
d

)

2It can be proven for allq > 0, but the proof would be unnecessarily long and clumsy becauser∗i in Equation (5.7)
becomes less than 1 which means we need to correctr

∗

i to be one becauseri is at least one and the total cost is convex;
therefrom, we need to make several trivial changes. We omit the corresponding proof due to the limited space and
assume thatq ≥ 4 is reasonable enough.
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Proof. It can be proven in the same way as the proof of Theorem 5.2.3 using the Equation (5.10).

We note that bothN
d−1
2d andN

d−1
d from the above scalability conditions are increasing func-

tions with respect to the dimensiond. Therefore, we can see that networks deployed in higher

dimensions are inherently more scalable.

5.3 Network Scaling on Fixed Energy Budget

We now consider having a fixed energy budget, and look into what conditions the network size

must satisfy to ensure that events and queries within the finite deployment time duration can be

resolved before energy depletion. Specifically, we will assume that there is an average energy

budgete for each node, so that the total energy isE = e ·N .

Definition 5.3.1. We say a networkoperates successfullyif it can satisfy all queries for all events

in a given deployment period before energy depletion. This requires thatCt ≤ e ·N .

The last case of each of the following two theorems has subcategories the proofs of which need

to borrow knowledge in Section 5.5. We provide the subcategorization here for the sake of self-

completeness of the theorems.
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Theorem 5.3.2.Network Scaling on Fixed Energy Budget:Given fixed average per-node en-

ergye (i.e., the total energy allocated optimally among the nodesin the network grows linearly

with the network size asE = e · N ), the following statements describe the conditions on the

network sizeN , network dimensiond, the number of eventsm and the number of queries per

eventq that ensure that the network can be operated successfully.

1. If mq1/2 is o(N
d−1
2d ) for unstructured networks (mq

d
d+1 = o(N

d−1
d ) for structured net-

works), then there exists a minimum network sizeNmin(e) beyond which it can always be

operated successfully.

2. If mq1/2 is Θ(N
d−1
2d ) for unstructured networks (mq

d
d+1 = Θ(N

d−1
d ) for the structured),

then there exists an average per-node energye∗ such that for alle < e∗, it is not possible

to operate a network of any size successfully, while for alle ≥ e∗ it is possible to operate

a network of any size successfully.

3. If mq1/2 is ω(N
d−1
2d ) for unstructured networks (mq

d
d+1 = ω(N

d−1
d ) for the structured),

then there exists a maximum network sizeNmax(e) beyond which the network cannot be

operated successfully. Further,

(a) If mq1/2 is o(N) for unstructured networks (mq
d

d+1 = o(N
2d
d+1 ) for the structured),

thenNmax is a convex function ofe

(b) Ifmq1/2 isΘ(N) for unstructured networks (mq
d

d+1 = Θ(N
2d
d+1 ) for the structured),

thenNmax increases linearly withe.
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(c) If mq1/2 is ω(N) for unstructured networks (mq
d

d+1 = ω(N
2d
d+1 ) for the structured),

thenNmax increases as a concave function ofe.

Proof. Because proofs for both structured and unstructured networks are similar, we provide here

the proof for unstructured networks only.

1. m · q1/2 = Θ(N
d−1
2d

−ǫ) whereǫ > 0. Then, the optimal total cost is given from Theo-

rem 5.2.1 by,

C∗

t,u = Θ(m · q1/2N d+1

2d ) = Θ(N1−ǫ)

= αN1−ǫ + o(N1−ǫ)

Since the total cost expenditure should be less than the given energye ·N ,

αN1−ǫ + o(N1−ǫ) ≤ eN

⇒ N ǫ ≥ α

e
+
o(N1−ǫ)

N1−ǫ

Sinceǫ > 0 and the last term of RHS goes to zero, there existsN0 > 0 such thatN ≥ N0

implies this inequality holds, whereN0 is a fixed constant and can be considered as the

minimum network size to make the network operate successfully.

2. If m · q1/2 = Θ(N
d−1
2d ), then the total cost is given by,

C∗
t,u = Θ(m · q1/2N d+1

2d ) = Θ(N)
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Hence, there existsα > 0 andβ ≥ α such that

αN ≤ C∗
t,u ≤ βN , for all N (5.18)

Let e∗ be the infimum of suchβ so thate∗ = inf{β} ≥ α > 0. Suche∗ always exists since

the real number has the least-upper-bound property. Then, for ∀e ≥ e∗,

E = e ·N ≥ C∗
t,u , for all N (5.19)

And for ∀e < e∗, sincee∗ is the infimum,

E = e ·N < C∗
t,u , for someN (5.20)

3. Similarly,m · q1/2 = Θ(N
d−1
2d

+ǫ) whereǫ > 0. Then, the optimal total cost is given by,

C∗

t,u = Θ(m · q1/2N d+1

2d ) = Θ(N1+ǫ)

= αN1+ǫ + o(N1+ǫ)

From the total cost expenditure constraints,

αN1+ǫ + o(N1+ǫ) ≤ eN

⇒ N ǫ ≤ e

α
+ o(N ǫ)

For the sufficiently large initial per-node energye >> α, ∃Nmax > 0 such that the last

inequality above achieves the equality since the order of the LHS is bigger than that of
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RHS. Hence,N > Nmax implies the negation of the above inequality so that the network

cannot operate successfully.

As for the subcase a), We have another two subcases here. Ifmq1/2 = O(N
d+1
2d ), then

we can use the inactive optimal total energy cost given by Theorem 5.2.1. Ifmq1/2 =

Ω(N
d+1
2d ), we should use the active cost given by Equation (5.26). Notethat whenmq1/2 =

Θ(N
d+1
2d ), the storage constraints might be either active or inactivedepending on the per-

node storages by Theorem 5.5.2. That is the reason why we investigate both active and

inactive optimal total costs for the boundary situation.

First of all, let us consider the first case;mq1/2 = Θ(N
d−1
2d

+ǫ), where0 < ǫ < d+1
2d . When

0 < ǫ ≤ 1/d, the optimal total cost is given by,

C∗

t,u,inact = Θ
(
mq1/2N

d+1

2d

)
= Θ

(
N1+ǫ

)

= αN1+ǫ + o
(
N1+ǫ

)

whereα > 0 is constant with respect toN .

From the total cost expenditure constraints,

αN1+ǫ + o
(
N1+ǫ

)
≤ eN

⇒ N ǫ ≤ e

α
+ o(N ǫ) (5.21)
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For the sufficiently large initial per-node energye >> α, ∃Nmax(e) > 0 such that it

achieves the equality of Equation (5.21) since the order of the LHS of the equation is

bigger than that of RHS. For largeNmax(e),Nmax can be approximated as follows:

Nmax = (1/α)1/ǫ · e1/ǫ

Since1/ǫ ≥ d ≥ 1, thisNmax is a convex function ofe.

When 1/d ≤ ǫ < d+1
2d , we can use the active optimal total cost. Through the similar

reasoning, we can easily achieve the following equality with approximation fore >> α.

Nmax = (1/α)
d

2d·ǫ−1 · e
d

2d·ǫ−1

Since d
2d·ǫ−1 > 1, thisNmax is a convex function ofe.

As for the other two subcases, we can prove them in the same wayusing the active optimal

total cost equation.

Figure 5.1 illustrates the network size versus energy budget curves for the 2-dimensional deploy-

ment; the five cases are for the different cases in Theorem 5.3.2. The other dimensional networks,

particularly those of one and three dimension, exhibit similar behavior. The figure is obtained nu-

merically by equating the expressions for total cost with the energy budgetE = e·N , and solving

for N as a function ofe, under particularm andq scaling settings that satisfy each of the corre-

sponding cases. (A very similar figure can be obtained for structured networks and is omitted due
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(a) (b) (c)

(d) (e)

Figure 5.1: Network size conditions for successful operation with respect to per-node energy
budget for different event-rate and query-rate scaling behaviors, for an 2D unstructured network;
S denotes the successful region whileU denotes the unsuccessful region. (a) case 1 of Theo-
rem 5.3.2, (b) case 2, (c) case 3.a, (d) case 3.b, and (e) case 3.c

to lack of space). The regions marked S and U are where the network operates successfully and

unsuccessfully, respectively.

We see that under case 1, there is a minimum network size that is needed to ensure successful

operation, and this minimum network size decreases rapidlywith increasing energy availability.

In this case, the event and query activity remains low enoughthat adding nodes to the network

is beneficial (as it increases the available total energy). Under the event-query activity case 2,

there exists an per-node energy threshold such that below this threshold, no network can operate

successfully, but beyond this threshold, networks of any size can be operated. Under cases 3.a,

3.b, and 3.c, we see that for a given energy budget there existmaximum network sizes beyond

which successful operation is impossible. In these cases, adding nodes to the network is harmful
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T

case 1

case 2

case 3

Figure 5.2: The network lifetime (T ) vs. the number of nodes (N ) of the unstructured network
when bothm andq are proportional toT

as each additional node introduces more consumption than resources. The key distinction be-

tween these cases is that under case 3.a, there is a convex growth that implies that adding energy

resources to each node provides a super-linear improvementin the maximum network size that

can be sustained; under case 3.b, the maximum network size grows linearly with the per-node

energy budget; and under case 3.c, the concave growth of the curve implies that adding energy

resources provide diminishing returns in maximum network size.

5.4 Scaling Implication in Terms of Lifetime of a Network

We now consider a relaxation of one of our key assumptions — that the network is being operated

for a fixed duration. This allows us to examine how the lifetime of the network (the period over

which all queries for all events can be resolved successfully) scales with the network size. In this

connection we will assume that the total number of events since network initiation and the total

number of queries per event (m(t), q(t)) are such that they are both non-decreasing functions of

time, and at least one is a strictly increasing function of time. 93



Theorem 5.4.1.Lifetime Scaling on Fixed Energy Budget:With a fixed average per-node en-

ergy budget ofe, so long as the number of events and queries scale temporallyso thatmq1/2 for

unstructured networks (mq
d

d+1 for structured networks) is a monotonically increasing function

of time, the lifetime of deploymentT over which the network can operate successfully scales with

the network size as per the following conditions:

1. if mq1/2 is o(N
d−1
2d ) for unstructured networks (mq

d
d+1 = o(N

d−1
d ) for the structured),

thenT increases withN .

2. if mq1/2 is Θ(N
d−1
2d ) for unstructured networks (mq

d
d+1 = Θ(N

d−1
d ) for the structured),

thenT is constant with respect toN .

3. if mq1/2 is ω(N
d−1
2d ) for unstructured networks (mq

d
d+1 = ω(N

d−1
d ) for the structured),

thenT decreases withN .

Proof. Because proofs for both structured and unstructured networks are similar, we provide here

the proof for unstructured networks only.

1. Supposem · q1/2 = Θ(N
d−1
2d

−ǫ · f(T )), whereǫ > 0, f(T ) is a monotonically increasing

function. Then, the optimal total cost is given from Theorem5.2.1 by,

C∗

t,u = Θ(m · q1/2 ·N d+1

2d ) = Θ(N1−ǫ · f(T ))

= αN1−ǫ · f(T ) + o(N1−ǫ · f(T ))
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From the total cost expenditure constraints,

αN1−ǫf(T ) + o(N1−ǫf(T )) ≤ eN

⇒ f(T ) ≤ e

α
N ǫ +

o(N1−ǫf(T ))

N1−ǫ
(5.22)

For large enoughN , the second term of RHS of Equation (5.22) is negligible. Then,

sincef(T ) is monotonically increasing with respect to T, there existsTmax such that it

satisfies the above equality;T < Tmax satisfies the inequality. Hence,f(Tmax) can be

approximated as follows:

f(Tmax) =
e

α
·N ǫ

Sincef(T ) is monotonically increasing,Tmax increases withN .

The proofs for case 2) and 3) are analogous to the above case.

These theorems are illustrated in Figure 5.2 through a numerical plot based on exact expressions.

We can see that event-query scaling conditions determine whether the lifetime of the deployed

network increases, decreases, or remains constant with respect to network size.
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5.5 Storage Constraints

We now consider more practical situation adopting limited storage in each node in the network.

We assume the total storage size of the network isS = s ·N , wheres is the average storage size

of a node. The optimization formulation is switched as follows:

Minimize Ct =
∑m

i=1 qiCs(ri) +
∑m

i=1Cr(ri)

s.t
∑m

i=1 ri ≤ S

(5.23)

We solve this problem using the method of Lagrange multipliers. The Lagrangian function for

this inequality-constrained optimization problem can be expressed using a Lagrange multiplierλ

and a slack variablex as follows;

L(r̄, λ, x) = Ct + λ

(
m∑

i=1

ri − S + x2

)
(5.24)

The solution when the constraint is inactive (i.e.λ = 0) is as same as that of unconstraint version.

When the constraint is active (i.e.x = 0, λ ≥ 0), we get

r∗i,act =





S+m∑m
j=1

√
qj

√
qi − 1, (Unstructured)

S
∑m

j=1 q
d

d+1

j

q
d

d+1

i , (Structured)
(5.25)
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Now we can derive the optimal expected total energy costs with the active constraint substituting

Equation (5.25) into Equation (5.4) and (5.5) as follows;

C∗
t,act =





∑m
i=1

d
√
N

(
(m+S)∑m
j=1

√
qj

√
qi − 2

)

+
∑m

i=1

∑m
j=1

√
qj

m+S

√
qi N, (Unst.)

∑m
i=1

d
√
N


 S
∑m

j=1 q
d

d+1

j

q
d

d+1

i − 1




+
∑m

i=1

d

√
∑m

j=1 q
d

d+1

j
d√S

q
d

d+1

i
d
√
N, (Structured)

(5.26)

When the available storage in the network exceeds the sum of the unconstrained optimal number

of copies for all events, we have an efficient region where thenetwork can achieve the smallest

total energy cost of querying (and replication). Otherwise, even the optimal energy cost shoots up

resulting in quite an inefficient performance of querying. Hence, from a scalability perspective,

it is desirable to ensure that the per-node storage requirements remain bounded irrespective of

the network size. This is equivalent to requiring that the average storage sizes be constant with

respect to the network sizeN .

Definition 5.5.1. We say that a networkscales efficiently with bounded storageif

∃N0 ∈ N s.t.

m∑

i=1

r∗i,inact < S = s ·N, for ∀N > N0 (5.27)

With the same reason in Section 5.2, we assumeqi = q, ∀i. The following theorems are the

scaling results that quantify the above condition for unstructured and structured networks.
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Theorem 5.5.2. Conditions for Efficient Operation of Unstructured Networks with Bounded

Storage:For unstructured networks, if condition (5.27) holds, thenm · q1/2 must beO
(
N

d+1
2d

)
.

Further, ifm · q1/2 is o
(
N

d+1
2d

)
, then condition (5.27) holds.

Proof. If condition (5.27) holds, then the following holds for allN > N0 using Equation (5.7):

m∑

i=1

r∗i,inact = m q1/2N
d−1
2d −m ≤ sN

⇒ m (q1/2 −N
1−d
2d ) ≤ s N

d+1
2d (5.28)

As in the proof of Theorem 5.2.3,q1/2 −N
1−d
2d ≥ 1. Hence, Equation (5.28) implies

m ≤ sN
d+1
2d

q1/2 −N
1−d
2d

≤ sN
d+1
2d (5.29)

Equation (5.28) can be expressed as follows, for∀N > N0,

mq1/2 ≤ sN
d+1
2d +mN

1−d
2d ≤ sN

d+1
2d + sN1/d (∵ (5.29))

Sinced ≥ 1 ⇒ d+1
2d ≥ 1

d ,mq1/2 = O
(
N

d+1
2d

)
.

On the other hand, ifm q1/2 is o
(
N

d+1
2d

)
, then∃N0 ∈ N s.tN > N0 implies
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m q1/2 < sN
d+1
2d

⇒ m q1/2 −mN
1−d
2d ≤ m q1/2 < sN

d+1
2d

⇒
m∑

i=1

r∗i,inact = mq1/2N
d−1
2d −m < sN = S

Theorem 5.5.3.Conditions for Efficient Operation of Structured Networks with Bounded Stor-

age: For structured networks, if condition (5.27) holds, thenm · q
d

d+1 must beO(N). Further, if

m · q
d

d+1 is o(N), then condition (5.27) holds.

Proof. It can be proven in the same way as proof of Theorem 5.5.2 usingthe structured case of

Equation (5.7).

We note that the bounded-energy conditions of Theorem 5.2.3and 5.2.4 are stricter than the above

bounded-storage conditions, respectively. Even if the bounded-storage condition is satisfied, the

per-node energy might not be bounded so that the scalabilityof network cannot be guaranteed. If

the bounded-energy condition is satisfied, however, the bounded-storage condition will be auto-

matically satisfied resulting in the scalable network in terms of the querying energy expenditure.

In other words, introducing the limited storage does not produce any impact on the previous

scalability conditions (Theorem 5.2.3, 5.2.4). However, as we mentioned earlier, it provides an

effect on the case 3 of Theorem 5.3.2 making it possible to be subcategorized into three more

cases as the theorem already claims. It is because the optimal expected total energy cost for each
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of the unstructured and structured network now has one more possibility — the active storage

constraints.

Let us first consider unstructured networks. In the active constraint region, the optimal total

energy cost is given from Equation (5.26) substitutingS = sN andqi = q,∀i by,

C∗
t,u,act = sN

d+1
d −mN1/d +

m2qN

m+ S

= Θ
(
N

d+1
d +m2q

)
(5.30)

Since it is reasonable to consider that the number of eventsm is smaller than the total network

storageS, S = sN is dominant compared tom. Thus,m
2qN

m+S = Θ
(
m2q

)
, and so Equation (5.30)

holds.

For structured networks, we can also conclude that the optimal total energy cost is as the following

using the same reasoning.

C∗
t,u,act = Θ

(
N

d+1
d +m

d+1
d · q

)
(5.31)

These new optimal total costs lead to the following statements in Theorem 5.3.2.

1. Ifmq1/2 isω(N
d−1
2d ) ando(N) for unstructured networks (mq

d
d+1 = ω(N

d−1
d ) ando(N

2d
d+1 )

for structured networks), then the maximum network sizeNmax is a convex function ofe

2. If mq1/2 isΘ(N) for unstructured networks (mq
d

d+1 = Θ(N
2d
d+1 ) for the structured), then

Nmax increases linearly withe.
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(a) Unstructured networks (b) Structured Networks

Figure 5.3: Average energy consumption vs. normalized hop distance from the center of the
square grid network: each line corresponds to a different number of nodes

3. If mq1/2 is ω(N) for unstructured networks (mq
d

d+1 = ω(N
2d
d+1 ) for the structured), then

Nmax increases as a concave function ofe.

5.6 The Hot-Spot Problem

In the previous sections we have considered the total energyin the network for the analysis instead

of the per-node energy. Certainly, it might be true for some cases that the network scales in a very

different way in terms of the per-node energy. For example, consider a naive replication-query

scheme where, at the moment a node senses an eventi, the node creates and sendsr∗i replicas in

the network, and the nodes which have the replicas serve as source nodes forever. It is easy to see

that each source node serves the unbounded number of queries(for structured networks), or the

sensing node sends the unbounded number of replicas (for unstructured networks) as the number

of nodes in the network increases if the number of queries forthe eventi is unboundedly increases

with the increasing number of nodes. In this situation, alsoreferred to as thehot-spot problem,
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the network is not scalable because some individual nodes have unbounded energy requirements

although the total energy requirement across the network remains constant.

However, there is a smarter yet simple replication-query scheme to avoid the hot-spot problem.

For example, consider the following scheme: if a node sensesan eventi, it creates a replica and

sends it to a random node in the network with the information that additionalr∗i − 1 replicas

should be disseminated. The receiving node creates anotherreplica and sends it to a random node

with the information ofr∗i − 2 replicas, and so forth until allr∗i replicas disseminated. When a

source nodens that has one of the replicas receives a query for the event, itdoesn’t only send back

the event information to the queriernq, but also transfer the ownership of the replica to the querier

so thatns is no longer the source of the event, butnq is now. Note that this ownership transferring

process does not incur any additional energy cost. With thisscheme there is no special node in the

network so that the expected energy consumption for each node is same ignoring the boundary

effect. It does not even need the ownership transfer to occurat every query; it would be sufficient

to transfer the ownership only when the remaining energy becomes less than a certain percentage

of the amount when it has received the ownership. Likewise, many alternatives can be envisioned.

In order to examine the boundary effect, we also have conducted simulations on 2D square grids

for both structured and unstructured networks with the above replication-query scheme in which

the ownership of replica is transferred at every query.

In the simulations, the number of events is 30 and the number of queries for each event is2
√
N

(whereN is the number of nodes) for unstructured networks so that thescalability condition of

Theorem 5.5.2 is satisfied. For structured networks, the number of events are 60 and the number
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(a) Unstructured networks (b) Structured networks

Figure 5.4: Average energy consumption vs. the number of nodes in the network: the red line with
cross marks is for the average consumption over the highest 3% nodes in energy consumption,
and the blue line with x marks for average over all nodes

of queries isN3/4 satisfying the condition of Theorem 5.5.3. The storage of each node is assumed

to be large enough to accommodate all the given replicas. Other assumptions are as same as for

the analysis. Figure 5.3 shows the average energy consumptions in terms of the normalized hop

distance from the center of square grid networks. The key observation is that although energy

consumption patterns are not uniform everywhere in the network (peaking close to the center), the

ratio of the peak energy consumption to the average energy remains bounded (almost a constant)

as the size of the network is increased. This is because the energy consumption as a function

of the relative location remains essentially the same regardless of network size. Figure 5.4 also

shows this - the ratio between the average requirement of thetop 3% most-energy-consuming

nodes and the average energy consumption in the whole network remains nearly constant. This

shows that boundary effects are not dominant, and validatesour argument that the asymptotic

scalability results based on total energy consumption alsohold when considering per-node energy

constraints, so long as such a load-balanced replication-query scheme is used.
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5.7 Discussion

Thus far we have studied the scaling laws for data-centric WSNs where replicas are placed indi-

vidually before queries are issued, and no additional copies are made within the network while

event information is being forwarded. It is an interesting open question to find out their effects

on the scaling laws when copies of events are allowed to be made at the intermediate nodes as the

event is forwarded. We call this process on-demand replication.

The details of storage and querying with on-demand replication is as follows: at first, a number of

initial replicas are placed within the network before any query is generated as before. Meanwhile,

additional copies of events are made in an on-demand fashionat intermediate nodes whenever the

event information is forwarded either during the initial replication, or during the reply to a query.

The replicas generated at the intermediate nodes can serve as sources of the event for future

queries. Note that there is effectively no separate cost forthis on-demand replication. The initial

replication forri target nodes, in fact, produces a Steiner tree whose leaves are the target nodes

and its internal nodes have the on-demand replicas if each node in the tree has enough storage

to store the replica. When the number of nodes in the tree exceeds the fair share of the event in

the network, only the fair share amount of nodes in the tree are selected to have replicas for the

internal nodes in the tree. The fair share for eventi is assumed to be proportional toqi /
∑

k qk on

average. This occurs because some of the nodes in the tree eventually exhaust their storage, being

filled up with other events’ replicas. After the first phase, additional replicas are to be produced in

the nodes of the path that a reply follows whenever a query forthe event is issued. It can be shown

that the structure of replicas grows as the dynamic Steiner tree ([59]) in this phase. Further, the
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number of total replicas of a certain event also does not exceed the fair share on average because

of the bounded per-node storage.

The analysis we have given in the previous sections does not cover this scheme because (1) on-

demand replicas do not incur energy cost for replication, but help the search cost decreased;

and (2) the replicas are not necessarily deployed uniformly. However, we provide the problem

formulation for optimizing the communication energy cost of the system as follows:

Minimize
r=(r1,...,rm)

m∑

i=1

qi∑

j=1

C̃i
s(ri, j − 1,

qi∑
k qk

sN) + C̃r({ri|1 ≤ i ≤ m})

s.t

m∑

i=1

ri ≤ sN

(5.32)

whereri is the number of target nodes for the initial replication foreventi, C̃i
s(x, y, z) is the

expected search cost for eventi when the replicas of eventi is in the subset of nodes of the tree

structure, which starts as a Steiner tree forx randomly chosen leaves. Then, the tree grows as a

dynamic Steiner tree fory additional leaves keeping the fair sharez number of replicas.C̃r(·)

is the expected joint cost for initial replication for all events. Note that multicast can be used for

this initial replication to further decrease the cost.

While the exact analysis for the above optimization is hard because of the complex dynamics

and non-uniformity of the on-demand replication, we can still provide a bound on the energy

cost which gives a necessary condition for scalability thatapplies to any replication scheme.

The bound can be derived by assuming the best possible replication scheme which produce the

maximum number of replicas being disseminated uniformly over the network without incurring

any replication energy cost. We assume that the storage of each node is bounded as in the practical
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system, and the network has a large number of events so that the number of replicas of each event

cannot grow on average more than a number which is much less than the total number of nodes

in the network. This assumption prevents the trivial case where every node eventually acquire

a replica. The optimum number of replicas for each event can be obtained using the following

optimization formulation:

Minimize
r=(r1,...,rm)

m∑

i=1

qiCs(ri)

s.t

m∑

i=1

ri ≤ sN

(5.33)

The optimizer turns out to be exactly same as given in Equation (5.25).

Theorem 5.7.1.Necessary Condition for Scalability of Unstructured Networks: For unstruc-

tured networks, the energy requirement per node is bounded only if

m
√
q = O(

√
N)

Proof. Because it is assumed thatqi = q ∀i, the optimum number of replicas for the best possible

replication scheme issN/m. Substituting the optimum number for each event into the search

cost expression, it can be proven in a similar way as in Theorem 5.2.3.

Theorem 5.7.2. Necessary Condition for Scalability of Structured Networks: For structured

networks, the energy requirement per node is bounded only if

mq
d

d+1 = O(N
d

d+1 )

Proof. It can be proven in the same way as the proof of Theorem 5.7.1.
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Based on the optimization, Theorems 5.7.1 and 5.7.2 describe thenecessaryconditions for the

scalability for unstructured and structured networks, respectively, with the assumption that the

query rate is same for each event, i.eqi = q ∀i, as in previous sections.
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Chapter 6

Content Dissemination in Heterogeneous Vehicular Networks1

In this chapter, we investigate the efficient disseminationof some delay-tolerant content to a

group of vehicles that share an interest in this content. Thedelay-tolerant contents can support a

variety of services, ranging from traditional traffic information and weather forecast to futuristic

mobile advertisement and music sharing.

We first formalize optimization problems for the efficient content dissemination in Section 6.1.

In Section 6.2, we derive one of our key measures, the expected number of satisfied vehicles

by the dissemination, using ordinary differential equation (ODE) based modeling. The core op-

timization problem and its solution is then investigated inSection 6.3. Then, we develop an

algorithm to calculate the practical optimum solution overcoming the limitation of the analytical

solution in Section 6.4. We introduce the Beijing taxi traces and use them to verify our analysis

in Section 6.5.

1This work was done jointly with Prof. Bhaskar Krishnamachari, Dr. Fan Bai, and Dr. Lin Zhang, and first reported
as [7].
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6.1 Problem Formulation

We consider a heterogeneous vehicular network consisting of cars with both short-range and cel-

lular radios, over whichm-types of content need to be disseminated tom-groups of vehicles. The

i-th group of vehicles are interested in thei-th type of content. The goal is to efficiently dissemi-

nate these contents to their corresponding groups of nodes from the infrastructure exploiting both

long-range and short-range communication methods.

One extreme way of the dissemination is to send the contents to each one of vehicles in interest

through the long-range radio only. This method incurs significant access fees proportional to the

number of the interested vehicles although the associated delay would be small. On the other

extreme is to send the message to one vehicle only in each interested group through the long-

range radio, and let it spread to other vehicles through encounters via the short-range radio. In

contrast to the first approach, this incurs the minimum access fees, but the delay for reaching a

large number of nodes would be substantial. In between, the delay would decrease as the number

of vehicles that obtain the messages directly through the long-range radio (we call themseed

nodes) is increased, with a corresponding increase in access cost. Thus the number of seed nodes

tunes a fundamental tradeoff between delay and cost.

Our goal in this problem is, then, to maximize the expected number of vehicles obtaining the

contents in their interest such that the access cost is as lowas possible, subject to the long-range

radio access cost constraint and tolerable delay constraint. For more specific presentation, let

us supposem types of messages to disseminate from the infrastructure. Let n denote the total

number of nodes in the network, andpi is the proportion of the nodes that are interested in the
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i-th type of messages. We use interchangeably the terms node and vehicle, and messages and

contents, respectively, in this chapter. Each long-range radio access incurs a unit cost which is

assumed one in this dissertation whileki is the number of seeds for thei-th type of message.

Hence, the total costc(~k) is the sum of allki-es, wherek = (k1, k2, ..., km) is calledseed vector.

Let si(ki, t) denote the expected number of satisfied nodes fori-th type content at timet when

the number of seed node iski. We assume that the seeds are deployed at time0.

Then the problem formulation is as follows:

PF1 : Maximize
k=(k1,...,km)

f(k) =
∑m

i=1si(ki, d) − w · c(k)

s.t c(k) =
∑m

i=1ki ≤ C

0 ≤ ki ≤ ni = pin, ∀i ∈M

k ∈ N
m

whereM = {1, 2, . . . ,m}, the cost budget isC, the tolerable delay isd > 0 units of time, and

w > 0 is the total cost weight. The total cost weight reflects the importance of the cost in the

sense that deploying one more seed should bring at leastw number of satisfied nodes on average.

The objective functionf(k), which is referred to assystem utilityin this dissertation, is essentially

the extra benefits induced by the short-range radio. It is easy to see that the system utility is the

expected number of satisfied vehicles through the short-range radio alone, when the total cost

weightw = 1.
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6.2 Modeling Dissemination

In this section, we derive the expected numbersi(ki, t) of satisfied nodes obtainingi-th type of

content at timet when onlyki seeds are initially deployed at time0.

6.2.1 Terminology and Assumption

We first define the symbols used in our analysis as well as statethe assumptions.

1. We assume that a node may encounterα proportion of all nodes on average for the time

interval in interest;

2. For any pair of nodes, we assume that the inter-encounter time2 follows an exponential

distribution with rateβ;

3. We also assume that the inter-encounter times of pairs of nodes are jointly independent and

identical;

The assumption (1) is self-explainable. The assumptions (2) and (3) make our analysis math-

ematically tractable, and they have been found reasonable when vehicles follow conventional

mobility models such as random waypoint model ([106]). At the same time, we acknowledge

that these two assumptions might not be always realistic so that we relax both of them in our

trace-driven simulation; though neither assumption is perfectly honored in the empirical traces of

Beijing taxis, our simulation results still reasonably agree with our theoretical results.

2The inter-encounter timeof a given pair of nodes is defined as the time duration from thetime that the given pair
of nodes encounter to the next consecutive time that the pairencounter again.
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In our study, we take aninterest-onlycaching policy: A node sends the previously obtained mes-

sages only to the nodes that are interested in the same type ofthe messages. In this dissertation,

we focus on this caching policy because it can avoid the non-ignorable storage costs for keep-

ing uninterested data incurred otherwise. A different solution is to allow vehicles carry contents

which the vehicle users might not be interested. It is obviously the latter solution could provide

an even better performance than the interest-only solutionat the cost of extra storage space. The

analysis of the latter cache policy is out of our scope, whichmerits an independent study.

Note that atomic contact among vehicles is assumed, implying that the message exchange be-

tween a pair of vehicles could be completed during their encounter process. As shown in [36,

135], it is reported that 30-70 MB data could be transfered asvehicle encounters (with normal

driving speeds). Thus, we believe that most types of light-weighted contents (weather forecast,

traffic information, mobile advertisement) could be successfully transmitted during short encoun-

ters between vehicles.

6.2.2 ODE model

We observe that the expected number of satisfied nodes behaves like the number of infected

nodes in epidemic routing ([120]). The differences are thatthe initial number of sources (i.e. the

number of seeds in this dissertation) is more than one, and that the other nodes that a node may

ever encounter are not all nodes but a fraction of them. The previous work has introduced largely

two methods to analyze the number of infected nodes; one is using the Markov chains and the
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other is using the ordinary differential equations (ODE) ([45, 52]). We use the ODE method with

some modification for our analysis.

First, consider the expected number of newly satisfied nodes△S between timet andt+dt, where

dt is infinitesimal. There are two groups of nodes at timet; a group of satisfied nodes and a group

of unsatisfied nodes. The number of nodes in the former group is si(ki, t) as defined, and that of

the latter isni − si(ki, t), whereni(= pin) is the number of nodes that are interested in the type

i message.

Let us define theinter-encounter time between the two groupsas the time elapsed until any node

in one group meets any node in the other group after such encounter of inter-group nodes hap-

pens. Then, the inter-encounter time between the satisfied and the unsatisfied follows the Ex-

ponential distribution with rateβ×(# of pairs of ever-encounter inter-group nodes), because the

inter-encounter time of each pair of nodes that ever meets isi.i.d. Exponential (Assumptions (2)

and (3)) and each node meets a fraction of other nodes (Assumption (1)).

Therefore, the expected number of newly satisfied nodes,△S, is as follows:

△S = si(ki, t+ dt)− si(ki, t)

= αβsi(ki, t) (ni − si(ki, t)) · dt (6.1)
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Note that the expected number of ever-meeting pairs of inter-group nodes is approximately3

αsi(ki, t) (ni − si(ki, t)).

From (6.1) and the fact that the number of seeds iski, we have the following ODE system;

∂si(ki, t)

∂t
= αβsi(ki, t)(n − si(ki, t)) (6.2a)

si(ki, 0) = ki (6.2b)

It turns out that this ODE system has the closed-form solution as follows:

si(ki, t) =
ni

1 + (ni/ki − 1) exp(−niαβt)
(6.3)

6.3 Optimization

In this section, we derive theoretically the solution of theoptimization problem proposed in Sec-

tion 6.1. In order to gain better intuition about the system behavior, we relax the optimization

3This is because we approximate the expectation of the squareof the number of satisfied nodes at time
t to the square of the expectation of the number of satisfied, which is not rigorously true with the finite
number of nodes. However, it becomes more accurate and eventually exact asn→ ∞ because the variance
goes to zero. We shall also see when we validate with the real traces, this is still a useful approximation.
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problem ignoring the integral constraint on the numbers of seedski. Therefore, we focus on the

following optimization problemPF2 in this section:

PF2 : Maximize
k

f(k) =
∑m

i=1si(ki, d)− w · c(k) (6.4a)

s.t c(k) =
∑m

i=1ki ≤ C (6.4b)

0 ≤ ki ≤ ni = pin, ∀i ∈M (6.4c)

We first show that the problem is a convex optimization problem, then, solve the problem using

the method of Lagrange multipliers. In the process, we further relax some constraints for easier

derivation, and then, provide the condition under which thesolution derived with the relaxation

is valid for the original problemPF2 .

6.3.1 Convexity of the Problem

The expected numbersi of the satisfied nodes is concave with respect to the number ofseedski

because its first derivative is non-negative and its second derivative is non-positive as follows:

∂si(ki, d)

∂ki
=

n2i zi
k2i (1 + (ni/ki − 1)zi)2

≥ 0, ∀ki ∈ (0, ni]

∂2si(ki, d)

∂k2i
= − 2n2i zi(1− zi)

k3i (1 + (ni/ki − 1)zi)3
≤ 0, ∀ki ∈ (0, ni]

where we use the following for concise presentation;

zi = e−niαβd (6.5)
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Therefore, the objective functionf(k) is a linear combination of concave functions, which im-

plies that the function itself is concave. From the concavity of the objective function and the fact

that all constraints are linear, we can see that the problem is a convex optimization problem.

6.3.2 Optimum Number of Seeds

We use the Lagrange dual of the convex optimization problem to obtain the optimum solution.

We further ignore the constraints in Equation (6.4c) for nowfor the concise presentation of the

derivation. But, we shall provide the conditions under which the obtained solution in this section

is valid for the problemPF2 .

The Lagrangian of the problem is as follows:

L(k, λ) = f(k)− λ (c(k)− C) (6.6)

whereλ is the Lagrange multiplier andλ ≥ 0.

Since the primal problem is concave, it is well-known that the parameter set(k̂, λ̂) that minimize

supk L(k, λ) maximizes the primal. Because the Lagrangian is also concave with respect tok,

we have the following conditions for such(k̂, λ̂);

∂L(k, λ)

∂ki
=

n2i zi
(ki + nizi − kizi)2

− λ−w = 0 ∀i (6.7a)

∂L(k, λ)

∂λ
= λ

(
m∑

i=1

ki −C

)
= 0 (6.7b)
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As can be seen from Equation (6.7b), we have two cases; one forλ = 0 (i.e.
∑
ki < C) and the

other for
∑
ki = C. When

∑
ki < C, the constraint (6.4b) is inactive meaning that the solution

of the constrained optimization problem is indeed that of its unconstrained version. Supposek̃

is the unconstrained optimum solution, and letC̃ be the unconstrained optimum total cost, given

by;

C̃
.
= c(k̃) =

m∑

i=1

k̃i (6.8)

Then,C̃ = c(k̃) < C, and so, the optimum solutioñk automatically satisfies the constraint (6.4b)

in this case.

On the other hand, the constraint (6.4b) is active in the casewhere
∑
ki = C. It means that the

unconstrained solution of the optimization problem requires more cost than allowed in general,

that is,C ≤ C̃. In other words, the system does not afford the unconstrained optimum seed

vector, resulting in fewer numbers of seeds to meet the constraint. Therefore, the system utility

f(k) would be smaller than its maximum possible.

Now we provide the solution of the constrained optimizationproblem as follows:

k̂i =





k̃i =
ni
√
zi

1− zi

(
1√
w

−√
zi

)
, if C̃ < C (6.9a)

k̆i =
ni
√
zi

1− zi

(
C +A

B
−√

zi

)
, if C̃ ≥ C (6.9b)

where

A =
m∑

i=1

nizi
1− zi

, B =
m∑

i=1

ni
√
zi

1− zi
(6.10)

And, C̃ can be obtained from Equations (6.8) and (6.9a). The derivation for the solution is not

terribly difficult, and so, we omit it in this dissertation for more concise presentation. We note
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Figure 6.1: Optimum utility vs. delay budget
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Figure 6.2: Optimum utility vs. cost budget(w = 2)

that the solution in Equation (6.9) still ignores the constraint (6.4c). However, we show that the

solution is indeed the solution ofPF2 under the conditions in Theorems 6.3.1 and 6.3.2.

Theorem 6.3.1. Supposẽki and C̃ are defined as in Equations (6.9a) and (6.8), respectively.

Also, supposezi = exp(−niαβd). Then, under any one of the following conditions,

C1 : {0 < w < 1, 0 < zi ≤ w}

C2 : {w = 1, 0 < zi < 1}

C3 : {w > 1, 0 < zi ≤ 1/w}
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the optimum numbers of seeds,k∗i , of the optimization problemPF2 are, if C̃ < C,

k∗i = k̃i (6.11)

Proof. We note that̃ki is the solution ofPF2 whenC̃ < C if we ignore the constraint (6.4c).

Hence, what we need to show is thatk̃i is in the interval[0, ni] under any of the conditionsC1,C2,

orC3 so that the constraint is satisfied.

We can represent̃ki as follows:

k̃i =
ni
√
zi

1− zi

(
1√
w

−√
zi

)
= ni · y(zi) (6.12)

where

y(zi)
.
=

√
zi/w − zi
1− zi

(6.13)

Then, we only need to show0 ≤ y(zi) ≤ 1 under any of the three conditions.

When0 < w ≤ 1, we can see thaty(z) is monotonically non-decreasing in(0, 1) because its first

derivative is non-negative in that interval as follows:

dy(z)

dz
=

1− w + (
√
z −√

w)2

2
√
wz(1− z)2

(6.14)

Hence, we can easily see0 = y(0) < y(z) ≤ y(w) = 1 under the conditionC1.
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Under the conditionC2, we can see0 ≤ y(zi) ≤ 1 from the following:

0 = y(0) < y(z) < lim
z→1

y(z) = 1/2 < 1 (6.15)

Note that we cannot usey(1) because it is not defined atz = 1.

Now consider the last conditionC3. Whenw > 1, we can easily see thaty(z) < 1 for 0 < z < 1

from Equation (6.13). And it is not difficult to see thaty(z) > 0 for 0 < z < 1/w. And, these

imply that0 ≤ k̃i ≤ ni underC3.

Theorem 6.3.2. Supposek̆i and C̃ are defined as in Equations (6.9b) and (6.8), respectively.

Also, supposezi = exp(−niαβd).

Then, if any of the conditionsC1,C2 andC3 holds, and also if

m∑

j=1

nj
√
zj

1− zj
≤ C ≤ C̃

, the optimum numbers of seeds,k∗i , of the optimization problemPF2 are,

k∗i = k̆i

Proof. k̆i is the solution ofPF2 whenC ≤ C̃ if we ignore the constraint (6.4c). Hence, we only

need to show̆ki ∈ [0, ni] under the conditions.
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First, we will show thatk̆i ≤ ni.

C̃ ≥ C ⇒
m∑

i=1

ni
√
zi

1− zi

(
1√
w

−√
zi

)
=

B√
w

−A ≥ C

⇒ 1√
w

≥ C +A

B

whereA andB are defined in Equation (6.10).

This implies, together with Equation (6.9) and the proof of Theorem 6.3.1, that̆ki ≤ k̃i ≤ ni.

Now let us show that̆ki ≥ 0. SinceC ≥∑j
nj

√
zj

1−zj
,

k̆i ≥ ni
√
zi

1−zi

[
1
B

(∑
j
nj

√
zj

1−zj
+A

)
−√

zi

]
(6.16)

=
ni

√
zi

B(1−zi)

∑m
j

nj
√
zj

1−zj

(
1 +

√
zj −

√
zi
)
≥ 0

where (6.16) follows since
√
zj −

√
zi ≥ −1 for all j andi.

6.3.3 Optimum System Utility

In this section, we investigate the system behavior when theseed vector is optimumk∗. We first

derive the optimum expected number of satisfied nodes and theoptimum system utility, and look

into how they depend on the system parameters, such as the cost budgetC, delay budgetd, etc.,

through numerical evaluations.
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The optimum numbers∗i of satisfied nodes can be derived from Equations (6.3) and (6.9), given

by

s∗i (d,C) =





m∑

i=1

ni
1− zi

(1−√
wzi) , if C̃ < C (6.17a)

m∑

i=1

ni
1− zi

(
1− B

C +A

√
zi

)
, otherwise (6.17b)

wherezi, A, andB are given in Equations (6.5) and (6.10) respectively.

The optimum system utility is from Equations (6.4a), (6.9),and (6.17), as follows:

f∗(d,C) =





m∑

i=1

(1−√
wzi)s

∗
i (d,C), if C̃ < C (6.18a)

m∑

i=1

(
1− C +A

B
w
√
zi

)
s∗i (d,C), otherwise (6.18b)

Because of the complexity of the above equations, it is hard to obtain a good intuition on the opti-

mum system behavior from the equations themselves. So, we resort to the numerical evaluations

of the equations for better intuition. When it comes to numerical evaluation, the equations are

very simple and easy to calculate. However, we need proper parameter values for evaluations in

order to have relevant results.

We use the values we obtain from the real traces of vehicles inSection 6.5; the number of nodes

n = 632, the inter-encounter rateβ = 3.663 × 10−6 per second, andα = 0.191. And we focus

on a single type of content in this section. From the proof of Theorem 6.3.1, we can see that some

system property may be different whenw < 1 than whenw > 1. So, we compare the system

behaviors forw = 0.5 andw = 2 when appropriate.
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Figure 6.3: Unconstrained optimum total cost vs. delay budget

Figure 6.1 shows the optimum utility with respect to the delay d when the allowed costC are

small, medium, and large. Whend is small or large, we can see that the system utility has

ignorable sensitivity on the value ofC. But, whend is in between, the difference can be quite

huge. As for the influence ofw, the utility shows similar tendency regardless ofw although the

utility is more sensitive toC whenw = 0.5.

Now we look into the optimum utility with respect to the allowed costC in more detail through

Figure 6.2. From the figure, we can see that the utility increases up to some point and stays there

afterwards asC increases, for eachd values. From the analysis, we know that theC value from

which the utility is constant is actuallỹC. Whend is small, the optimum utility increase for a

large range ofC, but the slope is very small, which means the sensitivity of the utility toC is

small. Asd increases,C̃ decreases while the sensitivity increases. However, whend is large

enough, only a small number of seeds is needed to satisfy mostof the nodes, and so the cost

constraint become less important. Note that we omit the plots for w = 0.5 because they look

similar to those ofw = 2 (Figure 6.2).
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Figure 6.3 shows more directly how the unconstrained optimum total costC̃ changes as the

allowed delayd changes. While the cost monotonically decreases asd increase whenw = 0.5, the

cost reaches its maximum and decreases whenw = 2. In fact, the optimum cost monotonically

decreases whenw ≤ 1. The system behavior changes significantly atw = 1 because one more

seed does not require more than one more satisfied node whenw ≤ 1, and so the system utility

never decreases as the seed number increases. However, whenw > 1, deploying one more

seed requires more satisfied nodes besides itself, which maymake the utility decreases especially

when the delay budget is very small or very large. When the cost is very important (highw) and

the allowed delay is very small, our model suggests it is sometimes better not to disseminate the

content at all depending on other system parameters like theinter-encounter time.

We can also see that smaller portion of total nodes are neededto obtain the seeds for the optimum

performance as the number of nodes increases.

As for the influence of parametersα and β, we can see they only appear inzi with d from

Equation (6.18), andd only appears withα andβ. Therefore,α andβ act like shrinking or

stretching the performance plot in the direction ofd as they increase or decrease, respectively.

6.4 Practical Solutions

In the previous section, we explored the optimum behavior ofthe system theoretically. While

the theoretical analysis brings better intuition of the system, it is also true that the solution is

not either exact nor ready to use in practical systems because it is a continuous solution derived
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from the relaxed version of the problem (ignoring the integral constraint). The practical systems

require integer values for the seed numbers. Hence, in this section, we develop a polynomial

algorithm to obtain the exact discrete solution forPF1 .

Algorithm 1 OPTIMIZER(C,m)

1: k :=m-sized array initialized to be all zero.
2: for (c = 0; c < C; c+ = 1) do
3: i∗ := 0
4: δmax := −∞
5: for (i = 1; i ≤ m; + + i) do
6: δ := f({k[1], . . . ,k[i] + 1, . . . ,k[m]}) − f(k)
7: if (δ > δmax) then
8: i∗ := i
9: δmax := δ

10: if (δmax ≤ 0) then
11: break

12: k[i∗]+ = 1
13: return k

Algorithm 1 gives the optimum seed vector, eachi-th element of which is integer-valued and in

the range[0, ni]. In a nutshell, the algorithm starts with zero seeds for all types, then increment

the seed number of the type that gives the maximum increase inthe system utility, as long as the

total access cost is not over budget and the increase in the system utility is positive. Its correctness

is proven in Theorem 6.4.1. The time complexity of the algorithm isO(m2C), wherem is the

number of types of content, andC is the allowed cost.

Theorem 6.4.1.Algorithm 1 returns the optimum solution ofPF1 .

Proof. We first note that the system utility function can be represented w.r.tk as follows:

f(k) =
m∑

i=1

si(ki, d)− w
m∑

i=1

ki (6.19)

=
∑

i (si(ki, d)− wki)︸ ︷︷ ︸
.
=fi(ki)

=
∑

ifi(ki) (6.20)
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From Section 6.3.1, we know thatfi is concave w.r.t the number of seeds, which implies

△fj(k + 1) ≤ △fj(k), ∀k ≥ 0, k ∈ N;∀j ∈M (6.21)

whereM = {1, 2, . . . ,m}, and

△fj(k) .= fj(k)− fj(k − 1) (6.22)

Now supposek∗ is the outcome of Algorithm 1, and̃k is an arbitrary legitimate vector of number

of seeds forPF1 (i.e. C̃ =
∑

i k̃i ≤ C). It is easy to see that Algorithm 1 ensures thatC∗ =

∑
i k

∗
i ≤ ⌊C⌋ ≤ C, and sok∗ is a legitimate seed vector. We shall show thatk

∗ gives the system

utility at least as high as that of̃k so thatf(k∗) ≥ f(k̃).

i) If k
∗ = k̃, we have nothing to prove.

ii) When k̃ � k
∗, k̃i ≤ k∗i for all i ∈M . Then,

f(k∗)− f(k̃) =
∑

j∈J

k∗j−k̃j∑

i=1

△fj(k̃j + i) ≥ 0 (6.23)

whereJ = {j ∈M |k̃j < k∗j}.

It is non-negative because△fj(k∗j ) ≥ 0,∀j due to the line 11 of Algorithm 1, and̃kj + i ≤ k∗j ,

which implies from Equation (6.21)

△fj(k̃j + i) ≥ △fj(k∗j ) ≥ 0 (6.24)
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Hence,f(k∗) ≥ f(k̃).

iii) When k̃ � k
∗ (i.e. k̃i ≥ k∗i ,∀i) but k̃ 6= k

∗, it is easy to see the following:

C∗ < C̃ ≤ ⌊C⌋ ≤ C (6.25)

This implies the algorithm has executed the line 11, which again implies with Equation (6.21),

△fl(k∗l + c) ≤ 0, ∀l ∈M,∀c ≥ 1 (6.26)

Hence, lettingJ = {j ∈M |k̃j > k∗j},

f(k̃)− f(k∗) =
∑

j∈J

k̃j−k∗j∑

i=1

△fj(k∗j + i) ≤ 0 (6.27)

iv) Consider the remaining cases. For all these cases, we have at least a pair of(i, j) ∈ M2 such

that k̃i < k∗i andk∗j < k̃j .

Before proceeding, we show a couple of useful inequalities for this proof.

△fx(k∗x + 1) ≤ △fy(k∗y), ∀y 6= x (6.28)

If this is not true, Algorithm 1 would have incrementedkx to bek∗x + 1 instead of incrementing

ky whenkx = k∗x andky = k∗y − 1.
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From Equations (6.21) and (6.28),

△fx(k∗x + 1) ≤ △fy(k), ∀k ≤ k∗y; ∀y ∈M (6.29)

Let us defineδ as follows:

δ = min{|k̃i − k∗i |, |k̃j − k∗j |} (6.30)

And Letk(1) such thatk(1)i = k̃i + δ, k(1)j = k̃j − δ, andk(1)l = k̃l,∀l 6= i, j, which impliesk(1)

is also legitimate fromC(1) =
∑

i k
(1)
i = C̃ ≤ C. Now, consider

f(k(1))− f(k̃) =

δ∑

l=1

△fi(k̃i + l)−
δ∑

l=1

△fj(k̃j − l + 1)

=

δ∑

l=1

(
△fi(k̃i + l)−△fj(k̃j − l + 1)

)
(6.31)

Becausẽki + l ≤ k∗i andk∗j ≤ k̃j − l + 1 for ∀l ∈ [1, δ], we have the following inequality from

Equation (6.29):

△fj(k̃j − l + 1) ≤ △fi(k̃i + l) (6.32)

This implies that the RHS of Equation (6.31) is non-negative. Hence,f(k(1)) ≥ f(k̃), and

k
(1)
i = k∗i or k(1)j = k∗j , which means at least one more element ink

(1) is same as that ofk∗ than

k̃, augmenting the system utility.

Now, we keep doing this augmentation process from the resultant seed vector of each process

until there is no such pair(i, j). We need no more thanm rounds of this process to reach this

state. Then, lettingk(f) denote the final resultant seed vector, we have one of the following
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exhaustive cases; (a)k(f) = k
∗, (b) k(f) � k

∗, and (c)k(f) � k
∗. In each of the cases, from i),

ii) and iii),

f(k∗) ≥ f(k(f)) ≥ f(k̃) (6.33)

6.5 Simulation Based on Taxi Traces

In this section, we present how the contents dissemination behaves in the more realistic setting.

We consider a single type of content in this section because the process of the dissemination does

not depend on other contents as shown in Section 6.2.

6.5.1 Beijing Taxi Traces

We use the GPS traces of taxis in Beijing gathered from 12:00am to 11:59pm on Jan. 05, 2009

in the local time. The number of subject taxis is 2,927. The number of the GPS points in the

trace is 4,227,795 typically one per minute per vehicle. TheGPS points span from32.1223◦ N

to 42.7413◦ N in latitude, and from111.6586◦ to 126.1551◦ in longitude. Figure 6.4a shows the

GPS traces of randomly chosen 10 taxis as an example.
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Figure 6.4: Properties of beijing taxi traces: (a) geographical movements of 10 sample taxis, (b)
histogram of number of neighbors of a node, (c) tail distribution of the inter-encounter times
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6.5.2 Encounter Processes

In order to perform a simulation for the contents dissemination through the short-range radio,

we need traces of encounters of all pairs of nodes; that is, when which vehicle can communicate

with which other vehicle. We can extract these traces from the GPS traces by assuming a radio

model. In this dissertation we assume the circular radio model to decide if two given vehicles

encounter each other so that they can communicate directly.The circular radio model has the

radio ranger so that any two vehicles of distance withinr can directly communicate with each

other successfully. We user = 300 meters as the literature ([13]) suggests.

Suppose a set of error-free time-ordered GPS traces of a pairof vehicles is given. In order

to obtain the time-ordered traces of encounters for the pair, we have compared their geodesic

distances in some sequence of times. Instead of employing a time sequence of identical intervals,

we have checked the distance after the minimum timeτmin (Equation (6.34)) that the pair can

encounter each other next, if the current distance is large enough, for the faster processing and

more accurate results. When the current distance is small, we have checked their new distance

after a predetermined small time step.

Since the logs of GPS locations are not synchronized, we cannot simply take the locations of the

pair from the logs at a given time. So, we have interpolated the locations of each vehicle assuming

that the GPS traces are dense enough so that a vehicle can be approximated to move in a straight

line between a consecutive pair of GPS locations in the traces.
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The minimum timeτmin for the next encounter is given by

τmin =
1

2sm
(GEODIST(pos(P1, t), pos(P2, t))− r) (6.34)

where GEODIST gives the geodesic distance between the given pair of GPS positions,pos(Pi, t)

calculates the estimated position of vehiclei at timet from the set of its GPS tracesPi by inter-

polating the positions, andsm is the maximum speed of vehicles in the traces.

We then obtain the time-ordered set of encounters of all pairs by executing the aforementioned

algorithm for each pair and sorting their combined result.

We note that the input sets of GPS traces to the algorithm are required to be error-free. However,

we have found, as expected, that some GPS units of vehicles experienced errors in some time

intervals, so either some erroneous log was reported or there was no data at all in the interval.

After removing those erroneous GPS points, we have checked if this removal incurs some side

effects. We have found that the removal makes some vehicle untraceable in some non-ignorable

time intervals. In other words, some vehicles have no valid GPS points reported for long inter-

vals. And it is difficult to approximate their positions for the duration by interpolating the valid

positions. Hence, we resort to excluding those vehicles from the simulation.

After all, we have selected 632 vehicles, each of which satisfies the following criteria:

• The GPS points indicating the speed of 80 mph or more are considered erroneous and

removed. It is because the speed of more than 80 mph is hard to reach and rarely exercised

in the Beijing area.
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• The valid GPS points of each vehicle are logged somewhat regularly in time when it is

moving so that any two consecutive GPS points of the vehicle do not have distance more

than 400 meters if their time difference is more than 3 minutes.

• The encounter graph of vehicles forms a well connected graphso that the number of neigh-

bors of a node is at least 2. The encounter graph is defined in Definition 6.5.1.

The second condition makes sure that the vehicle has not moved actively when it skipped two

consecutive regular GPS reports. We set the distance of 400mso that we can have better under-

standing on the timing of encounters (with some tolerance) in the interval of the reports, when

the radio range is 300m. The last condition is to remove lonervehicles. We note that the loner

vehicles have almost no interaction with others at all, which means they are in the very differ-

ent activity region. But, we are interested in the dissemination over the nodes of similar activity

region.

Definition 6.5.1 (Encounter Graph). An encounter graphG(V,E) of vehicles is a graph such

that each vehicle is represented by a nodev ∈ V , and any two nodesv1, v2 ∈ V has a link

e(v1, v2) ∈ E between them if and only if they can communicate with each other (i.e. encounter)

at any point in the interested time interval.

The encounter graph of the 632 nodes has 38,139 links; the minimum number of neighbors of

a node is2, the maximum is261, and the median is120. Their average number is120.693.

This value is used in later sections for evaluating our modelfor the number of satisfied nodes.

Figure 6.4b shows the histogram of the number of neighbors ofa node.
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Figure 6.5: Average number of satisfied nodes vs. tolerable delay

6.5.3 Inter-Encounter Time

In this section, we analyze on the inter-encounter time of a pair of nodes in order to verify the

Exponential assumption of the inter-encounter time and to obtain its rate for evaluating our model.

Although the trace data is fine-grained and covers 24 hours ofa day, many pairs of nodes have

only a few encounters, which is too small to have a good statistical meaning if we focus on the

per-pair distribution. So, we hypothesize that the inter-encounter time of every pair follows the

identical and independent distribution, particularly, the Exponential distribution as we assume in

the analysis in Section 6.2.

We first examine the aggregate inter-encounter time collecting the available inter-encounter times

of every consecutive encounters of all pairs of nodes. The number of samples is 24,205, and

their sample mean is 150.005 minutes. Figure 6.4c shows the tail distribution of the samples and

the Exponential distribution with mean 150.005 minutes. Ascan be seen, they do not show big

disparities. Because we assume IID Exponential distributions for per-pair inter-encounter times,

their aggregate inter-encounter time has the identical distribution to the per-pair ones, which can

be proved easily.
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However, the above sample mean for the inter-encounter timeis actually an underestimate of the

true mean because we ignore many incomplete samples, which is the time from the beginning of

the trace to the first encounter and the time from the last encounter to the end of the trace for each

pair of nodes. For each of those samples of time duration, we know that its associated realization

of the inter-encounter time is larger than the time duration, but we do not know the exact value.

That is why we exclude them from the above estimation. But, now that we have the reason (i.e.

Figure 6.4c) to believe that it is fine to assume the Exponential distribution for the inter-encounter

time, we can use the incomplete information to obtain a more accurate estimate.

We use the fact that the number of encounters in a time interval T follows the Poisson distribution

with meanβT , when the inter-encounter time is Exponential with rateβ. SupposeNi andTi are

the number of encounters and the whole time duration of the trace, respectively, fori-th pair of

nodes, andη the number of the pairs that have at least one encounter in thetrace. Then, the

following equation gives the maximum likelihood estimateβ∗ of β.

β∗ = argmaxβ Pr(N1, N2, ..., Nη |β, T1, ..., Tη) (6.35)

where

Pr(N1, N2, ..., Nη |β, T1, ..., Tη) =
∏η

i=1 Pr(Ni|βTi) =
∏η

i=1
(βTi)Nie−βTi

Ni!
(6.36)

= (
∏η

i=1
T

Ni
i
Ni!

)e−β
∑η

i=1 Ti β
∑η

i=1 Ni

Note that (6.36) holds because the inter-encounter times ofevery pair are assumed to be jointly

independent.
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After some calculations, we can obtain the maximum likelihood estimate of the rate of the inter-

encounter time of a pair of nodes that ever encounter, as follows:

β∗ =
∑η

i=1Ni /
∑η

i=1Ti (6.37)

We shall use this quantity as a parameter value to evaluate our analytical model and compare with

the real-trace-based simulation results.

6.5.4 Simulation Methodology

From the time-ordered traces of the encounters of the Beijing traces, produced by the method in

Section 6.5.2, we have performed the simulations by runningAlgorithm 2 multiple times until

the sample mean of the number of returned satisfied nodes has its error no more than 5% of its

value with 97% confidence. Algorithm 2 takes several input arguments;E is a time-ordered list

of encounters,N is the set of vehicles,S ⊂ N is the set of seed nodes,ts is the time whenS are

deployed, andd is the delay budget. We have performed the simulations for various choices for

the number of seedsk and the tolerable delayd, letting the seeds be deployed at timets = 9AM .

For particulark andd, we have chosen the seed nodesS uniformly at random at each round.

Algorithm 2 SATISFIEDNODES(E,N, S, ts, d)

1: Mark everyv ∈ S as satisfied.
2: for all e ∈ E in order s.t.ts ≤ time(e) ≤ ts + d do
3: Let v1 andv2 be the pair of vehicles fore.
4: if only one ofv1 andv2 is marked satisfiedthen
5: Mark the other node as satisfied.
6: return the set of all marked nodes
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Figure 6.6: Avg. number of satisfied nodes vs. number of seeds

6.5.5 Number of Satisfied Nodes

Figure 6.6 shows the average number of satisfied nodes with respect to the number of seeds when

the delay constraints are 10, 30, and 60 minutes. When the delay is small (i.e. 10 minutes), the

real traces suggest more nodes are expected to be satisfied than the theory predicts. When the

delay is medium (i.e. 30 minutes), the real traces and the theory suggest similar behavior of the

dissemination, while the theory overestimates the number of satisfied nodes when the delay is 60

minutes. But, the figure shows qualitatively similar behavior of the average number of satisfied

nodes as the number of seeds increases.

Figure 6.5 shows in more detail how the gap between the theoryand the trace suggest changes

as the delay constraint increases. The numbers of seeds considered are 5, 10, and 30. And

all the cases indicate similar trends of the content dissemination; the real traces suggest that the

dissemination is faster than the theory predicts in the early phase, but loses its momentum as more

portion of nodes are infected. This difference may be because of the movement dependencies

between groups of vehicles in reality. Suppose there is somedependency among the pair-wise

encounter processes that is caused by the movement dependency. It is easy to see that the content
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Figure 6.7: System behaviors in optimal regime w.r.t the delay budget

spread faster to the other nodes of positive correlation than the average, and slower to the nodes

of negative correlation. Hence, in the early phase of the dissemination, the content spreads fast to

positively correlated nodes, and after consuming most of them, it spreads slowly to the nodes of

negative correlation. This can partly address the gap in Figure 6.5. But, more accurate analysis

calls for further investigation, which is out of scope of this dissertation and the subject of future

research.

Nevertheless, the system behavior with respect to the number of seeds is more important for

our problem because it is the parameter to optimize on. And, Figure 6.6 suggests comparable

numbers of seeds for the knees of plots from the theory and thereal traces.

6.5.6 Optimal Number of Seeds

Now we look into the system utilityf with respect to the number of seeds. We have compared

the system utilitiesthat our model predicts and the Beijingtraces suggest, with various delay

constraints and cost weights. It turns out they show similarbehaviors as in Figure 6.6; the real

traces suggest larger utility values than what the theory predicts when the delay is small. Their
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difference decreases as the delay budget increases up to some point, after which the difference

increases again. In this case the real traces suggest smaller utility values than that of theory. They

however share similarities in the shape and trends in the similar manner as in Figure 6.6.

We also examine how good our analytic solution of the optimalnumber of seeds,k∗
thr

, would be

in the realistic setting induced from the Beijing traces. Figure 6.7 shows the optimal number of

seeds and the corresponding empirical system utility with respect to the delay budget. Figure 6.7a

compares the empirical optimal number of seedsk∗
sim

and its analytical counterpartk∗
thr

. We can

see from the figure thatk∗
sim

and k∗
thr

are getting closer to each other as the delay budgetd

increases. Althoughk∗
sim

andk∗
thr

have big differences when the delay budget is small, we note

that the utility function has a very gentle slope near its optimum in this small delay regime (see

Figure 6.6). This is why our analytical solution provides near-optimal performance even in the

small delay regime as can be seen in Figure 6.7b.

Figure 6.7b compares the best possible system utility values f∗
sim

of the trace-based simulations

and the empirical utility values̃fsim when our solutionk∗
thr

is used. In other words, the figure

shows how close the system utility of the real system would beto the system’s best possible if the

system uses our analytic solution. As can be seen, the systemutilities in the real world would be

within 95% of their real maximums over the entire delay regime if our theoretical optimizers are

used. Therefore, these results support the usefulness of our model.
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Chapter 7

Conclusions and Future Work

In this chapter, we present the conclusion of this dissertation and possible directions for future

investigations.

7.1 Communication Cost Modeling in Wireless Sensor Networks

We have derived minimum expected search energy costs for several kinds of data-centric wireless

sensor networks in Chapter 3. In particular, we have considered structured and unstructured

networks deployed ind-dimensional area with a constant node density. In structured networks,

the search cost of the FTP deployment of nodes is proportional to d
√
N/ d

√
r, while that of the

RGG deployment is proportional to
d
√

N(logN)η−1

d
√
r

. In unstructured networks, the search cost of

the FTP deployment is proportional toNr+1 regardless of the spatial dimensiond of the network,

while that of the RGG deployment is proportional toN(logN)
η
d

r+1 .
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Although we assume constant spatial node density and have presented two specific cases of neigh-

bor density scaling – constant and logarithmic, the approach presented here can be easily extended

to consider other kinds of spatial and neighbor density scaling. For example, if we fix the net-

work radiusL and the radio rangeR and let the node density increase asN grows, it is easy to

obtain that the search cost of structured networks under theFTP deployment is proportional to

L
d√r

regardless ofN , while that of unstructured networks is kept proportional to N
r+1 .

One caveat to our models originates from the fact that we haveresorted to approximating sum-

mations in both structured and unstructured cases using integrations since the summations fail

to produce tractable closed-from expressions. When the radius of the networkL is small or the

number of copiesr is very large compared toN , the approximations exhibit poor performance.

The reason for the latter case is that largerr makes the curves of the integrands sharper.

We believe that the results will be useful analytical tools for exploring the general performance

of data-centric wireless sensor networks. For example, theresults are used as building blocks to

derive optimum data replication for expanding ring search in Chapter 4 and to derive scaling laws

in data-centric wireless sensor networks in Chapter 5.
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7.2 Optimum Data Replication for Expanding Ring Search

In Chapter 4, we have shown how the number of replicas of eventinformation can be optimized

for expanding ring-based queries in wireless sensor networks. We have found that a square-root-

proportional replication strategy provides optimal performance both with and without storage

constraints. Detailed realistic simulations have validated the analysis.

There are several directions in which these results can be extended. The analysis could be ex-

tended to other querying mechanisms, including structuredstorage, since there is a similar trade-

off between search and replication costs in many other settings. The analysis could also be ex-

tended to consider more irregular deployment areas, including three-dimensional deployments.

The results have been used to investigate the scaling behavior of querying in storage-constrained

sensor networks in Chapter 5. We also plan to develop distributed implementations which allow

for optimal or near-optimal replication without global knowledge of the relative query rates for

all events.

7.3 Scaling Laws in Data-Centric Wireless Sensor Networks

In Chapter 5, we have investigated the scaling behavior of the data-centric storage and querying in

wireless sensor networks. During the investigation, we have derived the communication costs of

searching and replication in terms of the energy consumption, and have found out that the square-

root-proportional replication optimizes the total communication cost for 2D networks. The main
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take away from this scalability study is that the event and query rates must scale sufficiently

slowly with the network size if scalable performance is desired.

In particular, an important scaling condition is ensuring thatq1/2 ·m beO(N
d−1
2d ) for unstructured

networks, and thatq
d

d+1 · m be O(N
d−1
d ) for structured networks. Satisfying this condition

ensures that adding nodes to the network is beneficial in thatthe energy and storage resources

they bring outweigh the additional event and query activitythey induce. This can be seen from

many perspectives: satisfying this condition implies that(i) sensor networks require bounded

energy and storage per node, (ii) arbitrarily large networks can be operated successfully with a

limited energy budget, and (iii) that the network lifetime increases with network size for a given

energy budget.

We have also provided necessary conditions for scalabilityto handle potentially more sophisti-

cated replication strategies than those considered in our basic analysis. Further, while our analysis

is primarily focused on the total energy consumption, we have also considered the hot-spot prob-

lem to handle per-node energy constraints. In this context,we have shown that with an appropriate

load-balancing scheme, the ratio of the peak energy consumption to average energy consumption

remains bounded, implying that our results still remain meaningful.
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7.4 Content Dissemination in Heterogeneous Vehicular Networks

We have investigated the optimum content dissemination in the heterogeneous vehicular network

in Chapter 6. In this network, each vehicle is equipped with two radios; one is the costly long-

range low-bandwidth radio for direct communication with the infrastructure, and the other is

the low-cost short-range high-bandwidth radio for communication with peer vehicles. We have

considered the problem of how to spread relevant content to more vehicles with smaller cost.

We have developed the relevant optimization formulation, derived their analytical solutions with

some relaxation, and examined the behaviors of the system under the optimum regime. One

interesting takeaway point is that the contents can be disseminated to a large number of vehicles

with a few costly access to the infrastructure, if some delay, on the order of an hour, can be

tolerated. We have also developed a polynomial algorithm tocalculate the exact optimum seed

vector with no relaxation.

In order to verify our analysis and justify our assumptions and approximations, we have per-

formed simulations based on the real GPS traces of 632 taxis gathered in Beijing, China. We

have found that the real traces show the aggregate inter-encounter time of vehicles is close to

the exponential distribution agreeing with our assumption, and that their performance of contents

dissemination exhibits similarities to what our model predicts.

In this work, we have assumed a low density of subject vehicles to avoid further level of com-

plexity to the problem, for example, radio interference andpacket collisions. Although the low

density assumption is not so unrealistic, especially for the early phase of vehicular networks,

more extensive investigation is a subject of future work. Wehave also assumed i.i.d. pair-wise
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inter-encounter times, and we have pointed out in Section 6.5.5 that the mismatched increase rate

of the number of satisfied nodes may be attributed to this assumption. Relaxing this assumption

is also a topic of future research.
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Appendix: Lemmas for Search Cost Modeling

Lemma A.1. For r ≥ 1 and1 ≤ d ≤ 12, the following double inequality holds:
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Proof. From Robbins 1955 [101], Stirling’s approximation can be extended to the following

double inequality:
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Using Equation (A.2),
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From the above equation and (A.1),
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Note that the second inequality holds since
(
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is increasing with respect tor for r ≥

1 so that it has its minimum value atr = 1. And the third inequality holds since 12−d
12(12r+1)(rd+1) ≥

0 for r ≥ 1 andd ≤ 12.

In the other hand, using the Robbins’ double inequality in the other way around produces the

following:
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Let p(r) =
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of each of them.

sup
r≥1

p (r) = lim
r→∞

((
1− 1

rd+ 1

)rd+1
) 1

d (
rd

rd+ 1

)− 1
d

(∵ p (r) is increasing w.r.tr for r ≥ 1)

= lim
t→∞

((
1− 1

t

)t
) 1

d

· lim
r→∞

(
rd

rd+ 1

)− 1
d

(∵ substitutingt
.
= rd+ 1)

= e−
1
d (A.4)

159



sup
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Hence, the RHS of inequality (A.3) can be further upper-bounded using the above supremums

resulting in the following:
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Lemma A.2. Supposeh1(x) > 0, h2(x) > 0 for everyx > 0, g1(y) > 0, g2(y) > 0 for every

y > 0, andf(x, y) > 0 for everyx > 0, y > 0. And suppose

1. f(x, y) ≤ h1(x)
g1(y)

for everyx > 0, y > 0

2. f(x, y) ≤ h2(x)
g2(y)

for everyx > 0, y > 0

3. h1(x) = O(xn) andh2(x) = O(xm), wheren > m > 0

4. g1(y) = Ω(ya) andg2(y) = Ω(yb), wherea > b > 0

Then,

f(x, y) = O

(
xm

ya

)
(A.5)
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Proof. From 3) and 4), there existc1 > 0 andc2 > 0 such that

h2(x) ≤ c1 · xm, for ∀x (A.6)

g1(y) ≥ c2 · ya, for ∀y (A.7)

Supposef(x, y) = Θ(xm+p · y−a+q) wherep, q ∈ R. Then, there existsc > 0 such that

f(x, y) ≥ c · xm+p · y−a+q, for ∀x,∀y (A.8)

If p > 0, then for everyy > 0,

xp >
c1

cy−a+qg2(y)

for sufficiently largex due to the archimedean property.

⇒ f(x, y) ≥ cxm+py−a+q >
c1x

m

g2(y)
≥ h2(x)

g2(y)
(∵ (A.6))

which is contradiction to 2). Hence,p ≤ 0.

If q > 0, then for everyx > 0,

yq >
h1(x)

cc2xm+p

for sufficiently largey due to the archimedean property.

⇒ f(x, y) ≥ cxm+py−a+q >
h1(x)

c2ya
≥ h1(x)

g1(y)
(∵ (A.7))
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which is contradiction to 1). Hence,q ≤ 0.

Fromp ≤ 0 andq ≤ 0, we conclude thatf(x, y) = O(xm · y−a).
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