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ABSTRACT
With ongoing exploration of Large Language Model (LLM)-based
multi-agent systems, it is becoming increasingly important to un-
derstand and interpret the dynamics of agent interactions and their
beliefs, particularly when designed to emulate diverse roles and
perspectives or to engage in debates. At present, there are no uni-
fied solutions that can systematically interpret and analyze the
beliefs and interactions of these agents. This study introduces Sen-
timental Agents, a framework designed to support decision-making
by providing multiple perspectives on a topic. Agents within this
framework are equipped with a mental model of self, articulated
in natural language. We have integrated sentiment analysis with
a non-Bayesian updating mechanism to interpret and analyze the
agents’ beliefs and interactions systematically. A collective view-
point is achieved when the update is marginal. We have adapted
this framework for a simulated scenario in the Human Resource do-
main, implementing a conceptual tool known as the Artificial Board
of Advisors (ABA). A key focus of this simulation is the application
of ABA in the assessment of candidates for roles, showcasing its
potential application in a theoretical HR recruiting environment.
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1 INTRODUCTION
This paper investigates how Large Language Models (LLMs) such
as GPT can enhance decision-making processes, especially when
multiple perspectives on a topic are indispensable. We present
Sentimental Agents, an LLM-based multi-agent system. Its design
supports decision-making without making decisions itself. The
focus is on gathering diverse opinions and perspectives. Central to
this system is a structured, systematic conversation in a controlled
environment. We apply the framework to a prototype tool, Artificial
Board of Advisors (ABA), demonstrating its practical applicability in
a simulated HR scenario. ABA is built around ’expert’ agents, each
providing unique opinions and engaging in a conversation. These
interactions are focused on evaluating a job candidate, culminating
in a collective stance. We present preliminary outcomes and an
evaluation based on this case study.

LLMs have shown remarkable capabilities in generating text
that embodies sentiment, and in executing sentiment analysis tasks
[4]. Yet, the influence of sentiment on the dynamics of opinion for-
mation within artificial societies of agents remains underexplored
[3], [18], [2], [14], [10], [16], [5], [15] and [6]. Our work adopts a
nuanced approach to understand how the output of LLM agents
affects each other within a multi-agent framework.

This work makes the following contributions:
• We develop and apply the framework, Sentimental Agents,
to explore and study deliberation processes in a society of
conversational agents.

• We propose using sentiment analysis as a method to quantify
content generated by LLM-based agents for evaluation and
recommendation tasks.

• Weapply a non-Bayesian updatingmethod, as a non-intrusive,
non-strategic descriptive tool to observe changes in agents’
opinions as they interact and potentially influence each
other.

2 SYSTEM ARCHITECTURE
The main components of the framework include:

(1) System Initialization, which takes as an input a Brief de-
scribing the task in natural language. It also includes initial-
izing the expert agents, assigning them a unique role and a
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Figure 1: System Architecture showing a phased implementa-
tion of the ABA tool.

Mental Model of Self (MMS) [13] [11]. The MMS is designed
as a series of prompts that gives the agents a distinct, spe-
cialized function, as well as priorities and evaluation criteria.

(2) Conversation Protocol establishes a controlled environ-
ment for structured agent interactions, with cooperative
engagement type set to ordered. It features a stopping mech-
anism where conversations end upon minimal changes or
after a maximum number of rounds. Agents follow a non-
interventionist, non-strategic approach, not weighting opin-
ions or aiming for consensus.

(3) Opinion Dynamics Analysis begins with the belief anal-
ysis process. It involves analyzing advisors’ opinions by
breaking them down into arguments, assessing each ar-
gument’s sentiment, and calculating an average sentiment
across the entire opinion. This process uses non-Bayesian up-
dating, inspired by DeGroot’s model [8], to track sentiment
changes and updates agents’ sentiments per round through
a weighted average. Additionally, it assesses argument qual-
ity using metrics like the Platitudinal Score to measure how
original an agent’s arguments are, compared with its inter-
locutors.

(4) Collective Advice Generation, which is activated once
the conversation concludes. It involves a Conversation Anal-
ysis, in which arguments are grouped based on criteria like
similarity, agreement levels among agents, strength of senti-
ments on particular topics, or intensity of debate. This steps
concludes with a report generation in textual format.

3 PRELIMINARY RESULTS
The experiment employed OpenAI’s GPT 3.5 Turbo [1], with a 16K
token limit, and integrated a Non-Bayesian update mechanism in
the dialogues. Key parameters included an alpha of 0.7 for the Non-
Bayesian Update and a Tolerance level set at 0.01, with sentiment
values ranging between -1 and 1. Advisor Description, Advisor Pri-
orities, and Evaluation Criteria prompts were limited to 10 words
or 5 bullet points, and the GPT model temperature was fixed at 0.5
for generating Advisor profiles. Figure 2 illustrates the inter-agent
similarities heatmap. This shows a contrast in sentiment alignment
among agents, leading to a lower overall platitudinal score. The ob-
servation from the non-Bayesian updating data collected during the
simulation run, as shown in Figure 4 and Figure 3 reveal fluctuations

in sentiment among the agents. The volatility, evident in both senti-
ment and change metrics, highlights the dynamic nature of opinion
formation in multi-agent conversations. The agents1 initially pre-
sented ideas specific to their roles, priorities, and evaluation criteria.
While consensus was rare, they sometimes changed their opinions
and sentiments influenced by other agents’ arguments. Notably,
after multiple rounds of interaction influencing beliefs, advisors
often shifted their MMS, losing track of their original roles.

Figure 2: The uniqueness of outcomes in the conversation
rounds among agents (a lower score indicates a more original
contribution)

Figure 3: Opinion Change in conversations about two differ-
ent candidates.

Figure 4: Sentiment Change in conversations about two dif-
ferent candidates.

4 CONCLUSION
The Sentimental Agents framework serves as a foundational obser-
vational tool to analyze LLM-based agent outputs in a multi-agent
setting. Our roadmap includes the exploration of diverse conversa-
tional protocols, decision-making approaches, and report structures,
complemented by extensive experiments on bias testing and real-
world applications.
1In our experiment, agents on the Artificial Board of Advisors included a CFO, a VP of
Engineering and a Recycling Plant Manager. They reviewed a series of candidates for
the role of Head of Tech in a recycling plant.



5 ETHICS STATEMENT
It is important to acknowledge the inherent biases in Large Lan-
guage Models (LLMs), including but not limited to demographic,
cultural, linguistic, and temporal biases. LLMs may exhibit social bi-
ases and toxicities during the generation process, leading to biased
outputs [17], [7], [9] and [12]. This acknowledgment is critical in
understanding the limitations and ethical considerations of deploy-
ing such technology. The application of the framework, exemplified
in the simulation scenario in the Human Resource domain is not in-
tended to replace human judgement but to augment it. We advocate
for a balanced approach where AI-generated insights complement,
rather than dictate, human decision-making processes in organiza-
tions. Consequently, our framework is not designed for commercial
application but rather serves as a tool for research and exploration.
Its primary objective is to evaluate and potentially mitigate the
pitfalls of LLM-based multi-agent applications in decision-making
processes. By doing so, we aim to contribute to the responsible and
ethical development of LLM-based agents, particularly in domains
like Human Resources, where the implications of bias and ethical
considerations are significant.
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